Trust and reputation: proactive management of reputational risk
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Introduction

“It takes many good deeds to build a reputation. One mistake is enough to destroy it”

Benjamin Franklin

1
For years now, there has been a growing interest\textsuperscript{2} in trust and reputation related areas across industry sectors. Some of these areas include corporate social responsibility, regulatory compliance, good financial results, innovation, communication, brand identity, or the incorporation of ESG\textsuperscript{3} criteria in management. In short, areas that impact the long-term sustainability of organizations.

Recent scientific studies based on more than 300 publications\textsuperscript{4} have confirmed a causal relationship between these areas and reputation: sustainability leads to trust, and trust leads to good corporate reputation, which in turn generates income and profitability. This confirms the intuition that it is essential to pay the utmost attention to preserving stakeholder trust as the pillar of corporate reputation and other intangible assets that ultimately are the drivers of profitability.

But, what are trust and reputation?

On a textbook definition level, trust is the firm belief in the reliability, truth, or ability of someone or something, and reputation is the beliefs or opinions that are generally held about someone or something\textsuperscript{5}. Both definitions are inherently subjective to some extent: trust and reputation are based on perception and opinion, not necessarily on verified facts, are built from information that comes from different stakeholders (analysts, specialists, market participants, etc.) in different formats and media (publications, reports, news, social networks, etc.).

This subjectivity is especially relevant in a context characterized by immediacy and ease of access to communications: information spreads to online media and social networks in a matter of seconds, users share data and opinions on the web in real time and with hardly any filters. This means that a reputation crisis can develop at high speed, with the truthfulness of the facts often relegated to the background and left unchecked due to lack of time to confirm them, which poses a challenge to managing the impact of such a crisis.

All this has led to a greater interest in reputational risk across industries. This risk is often incorporated into the ESG risk framework (as prescribed by the COSO\textsuperscript{6} principles, for instance) and, in the particular case of the financial sector, is defined by the European Banking Authority as “the current or prospective risk to the institution’s earnings, own funds or liquidity arising from damage to the institution’s reputation”.\textsuperscript{7} Reputational risk has not traditionally been regarded as a prime risk, but the already discussed factors, together with the amount of high-loss and even bankruptcy cases due to reputational events in recent years, are drawing the attention of regulators, large financial institutions and corporations to this risk.

Although regulations have attempted to lay down requirements for identifying, measuring and managing this risk, the inherent difficulty of this task has meant that at present the level of regulatory development and standardization is lower for this risk than for others. In any case, regulators and supervisors continue to work towards incorporating reputational risk into the strategic risk management processes of corporations and financial institutions\textsuperscript{8}.

This is also reflected in the fact that companies are developing reputational risk management frameworks, still incipient in most cases, which in their most advanced form cover all relevant risk management areas: governance, three lines of defense organization, policies and procedures, data and models, scenario analysis and stress testing, reporting and limits, and particularly communication, given the nature of this risk.

Traditionally, organizations have tried to measure reputational risk from information obtained through indices, surveys, qualitative analysis, etc. To this must be added at least three new components: i) the exponential growth of immediately available data (e.g. data from social networks and useful digital press sources); ii) the development of artificial intelligence and machine learning techniques such as natural language processing and deep neural networks, aimed at data processing, content interpretation or sentiment analysis; and iii) the availability of low cost, mass processing capabilities\textsuperscript{9}.

All this marks a turning point in reputational risk measurement: possibilities that were previously unfeasible are now feasible at a reasonable cost. There are now tools for identifying and labeling potentially harmful news, sentiment analysis models, reputational risk measurement tools, and scorecards with KRIs for internal management.

In this context, this study aims to provide a comprehensive view of reputational risk management. The study is divided into three sections, which are intended to:

- Describe the context for and regulations on reputational risk.
- Present the components of a reputational risk management framework.
- Examine the use of quantitative techniques applied to reputational risk management using advanced artificial intelligence and machine learning methods.

Finally, the document intends to illustrate how all these components are being implemented in practice in large corporations and global financial institutions.

\textsuperscript{1}Benjamin Franklin (1706-1790), American politician, writer and scientist, considered to be one of the founding fathers of the United States.
\textsuperscript{2}The Economist Intelligence Unit. (2019) and The Economist Intelligence Unit. (2005).
\textsuperscript{3}Environmental, Social and Governance.
\textsuperscript{5}According to the Oxford English Dictionary (2020).
\textsuperscript{6}COSO (2018).
\textsuperscript{7}Reputational risk” means the current or prospective risk to the institution’s earnings, own funds or liquidity arising from damage to the institution’s reputation. Guidelines on common procedures and methodologies for the SREP and supervisory stress testing, EBA (2018).
\textsuperscript{8}For example, the EBA has included reputational risk under operational risk in its SREP guidelines (2018), and the ECB has included it in its ICAAP and ILAAP guidelines as well as its guidelines on climate and environmental change risks.
\textsuperscript{9}Management Solutions (2020).
Executive summary

“What can be said, can be said briefly”
Wittgenstein
Many regulatory bodies emphasize the need for organizations to explicitly incorporate this risk into their management frameworks. For example, COSO highlights its interconnection and impacts on other risks, and, in the financial sphere, the Financial Stability Board, the Basel Committee, the European Commission, the European Banking Authority (EBA) and the European Central Bank (ECB) coincide in pointing out the significance of this risk and its potential impact on organizations, and require its active management at different levels of detail.

In Europe, the most detailed regulation takes place in the financial industry and is possibly the one published by the EBA, which lays down that reputational risk must be supervised, and this requires analyzing internal and external risk factors, qualitative and quantitative indicators (for which it gives examples), and assessing the significance of this risk and its links with other risks. For its part, the ECB requires that reputational risk be incorporated into the ICAAP and the ILAAP.

Elements of a reputational risk framework

Given the importance of reputation, intimately connected to trust and key to achieving sustainable growth, and partly also due to regulatory requirements, corporations from different industry sectors are developing reputational risk management frameworks. These frameworks are underpinned by a set of principles and are structured into five blocks: i) definition and objectives, ii) organization, governance and policies; iii) measurement methodologies, iv) reputational risk map, and v) integration into the business-as-usual.
9. The first block covers defining the key reputational risk issues for the organization and setting the medium and long-term objectives and the roadmap for managing this risk. For this, it is essential to determine i) the internal and external risk factors that can lead to events that might impact reputation; ii) the sources for observing reputation and conducting active, ongoing and comprehensive listening (press, reports, blogs, social networks, etc.); iii) the information classification mechanisms for content discrimination intelligence; and iv) the quantitative methodologies for impact analysis.

10. Three lines of defense for reputational risk need to be identified in organizations. This includes describing their roles and responsibilities and updating the necessary policies in the organization. The first line of defense lies with the business and support areas directly engaged with stakeholders, and with the communication area; the second line of defense is provided by the Risk function supported by the Compliance function; and the third line of defense is Internal Audit.

11. As with any other significant risk, it is key for the Board of Directors and Senior Management to be involved in the active management of reputational risk, as well as to adapt the governance structure (committees). This involves updating the corporate governance policy as well as the risk management policies and control framework.

12. As for methodologies, reputation measurement has traditionally been based on listening to and processing information from the media and social networks, and on conducting surveys. This has been done using traditional methodologies such as the development of reputation indicators (internal or external, such as RepTrak, FTSE4Good or DJSI) and the analysis of surveys (e.g. the reputation quotient or the SPIRIT model).

13. The most advanced methodologies are based on the analysis of mass amounts of news from the media, social networks, blogs, etc. using machine learning and artificial intelligence techniques, specifically natural language processing (NLP). These techniques are applied in five phases: information extraction, text mining, topic modeling, sentiment analysis and impact estimation.

14. In short, the methodologies described are intended to quantify and thereby provide an objective assessment of reputational risk in order to make it easier for the organization to manage it, which involves observing, interpreting, analyzing and evaluating reputational events that may have an impact on the organization.

15. The fourth block in the framework, the reputational risk map, makes it possible to monitor risks and anticipate their impact on the organization’s reputation, and therefore on its revenue, capital and liquidity. This map is based on a set of indicators and metrics that are used for monitoring the value of an organization as perceived by its stakeholders, which enables the organization to manage and mitigate any risks.

16. It is necessary to integrate an organization’s reputational risk management framework into the business-as-usual for control to be effective. For this, the organization needs to i) develop management tools, such as incorporating reputation risk into the risk appetite; designing and monitoring
anticipatory management metrics with objectives and limits, designing and implementing internal reputational risk reporting, and preparing reputational contingency plans; ii) strengthen the role of its reputational risk control function; iii) embed reputation into the organization’s strategic processes: budgeting, capital and liquidity planning, and iv) promote a corporate culture of reputational risk awareness and management, with special focus on the first line of defense and the involvement of Senior Management.

**Quantitative techniques applied to reputational risk**

17. Using quantitative techniques for the objective assessment and management of reputational risk is particularly complex, since the appropriate data sources are mostly external, unstructured and without guarantees of quality or integrity.

18. There are artificial intelligence tools that use NLP techniques to manage reputational risk based on actively listening to social networks and the media\(^\text{17, 18}\).

19. These tools seek to answer a series of questions: i) what do the news and social networks say about my organization? – through active listening and text mining; ii) what are the key concepts in these news items? – through topic modeling techniques that use artificial intelligence and NLP; iii) to what extent do they impact my organization? – through econometric models and visualization techniques; and iv) How do they affect my key indicators including share value, income, deposits, etc.? – through analyzing their impact on these indicators.

20. The information used as a source is the corpus of news from the digital press, social networks, etc., which is pre-processed using text mining techniques. AI and NLP techniques are then used to identify the topics (recurring themes) present in the news, build time series from these topics, and determine their incidence (correlation) with any indicators that the organization wants to have explained (e.g. market value, income, sales, deposit inflows and outflows, etc.). This makes it possible to determine the influence of specific reputational events on an organization’s indicators.

21. To illustrate how reputation risk is measured using advanced techniques, the described tools were used in a case study that sought to examine which reputational events had an impact on several major European financial institutions in 2018-2020 and how these events affected their share price, looking at mainstream digital economic press media.

22. For this, a digital press database was filtered to obtain xxx relevant news, on which the methodology was applied. More than 3,000 relevant topics were identified for the analysis period and a time series of their relative importance during that period was built.

23. Next, the impact of each topic on the selected variable was measured, this variable being the share value series for each organization after removing the market trend from it. In other words, we attempted to determine the magnitude of the rapid share price shocks resulting from reputational events, not so much the structural shift in share prices as a result of the aggregate market movement.

24. Share price movements are largely unrelated to market trends, but are instead explained by specific reputational events (share price movements of up to 5% in one day for these reasons were observed throughout the year). Some of the key topics with a positive influence on reputation were the “fight against climate change” (the bank announced a program on this matter) and “EU Court of Justice” (there was a ruling in favor of the bank), whereas topics with a negative influence included, notably, “net profit” (the bank’s performance was worse than expected) and “current account fees” (the bank announced an increase in fees). This shows that up to 5 percent of an organization’s capital is subject to very rapid fluctuations exclusively as a result of reputational events.

25. In view of the results of this study, our view is that an analysis of this nature can help not only to identify the main areas of focus of reputation management, but also to quantify their potential impacts in terms of income, capital, liquidity, etc., and therefore to make decisions about these areas and manage them appropriately.

\(^{17}\) Following a R&D process of several years, Management Solutions and mrHouston have developed a comprehensive solution for the management and control of reputational risk that uses Natural Language Processing Artificial Intelligence to measure this risk based on information from media and social networks.

\(^{18}\) mrHouston (mrhouston.net) is a technology solutions firm specializing in artificial intelligence and software development that develops R&D work within the European Social Fund, the CDTI and the Digital Enabling Technologies (THD) program of the Government of Spain.
Reputational risk context and regulation

“The way to gain a good reputation is to endeavor to be what you desire to appear”

Sócrates
Nature of reputation and how it can be affected

Studies published by prestigious institutions estimate\(^\text{20}\) that around 70% of the market value of companies comes from their intangible assets (such as patents, intellectual property, brand, innovation, quality of human resources and management team, or business relationships), and no more than 30% comes from tangible assets. The fact that most of these intangible assets are influenced by stakeholders’ perception of organizations makes such organizations especially vulnerable to events that could damage their image, which has led to a growing concern for corporate reputation.

The question arises as to whether there is an actual causal link between an organization’s reputation and sustainability. In other words, is the insight that damage to reputation leads to a worsening of financial performance true? And if so, how can an organization protect its reputation?

In recent years, numerous studies\(^\text{21}\) have analyzed this insight, and the answer is unequivocal: regardless of the countries and the metrics analyzed, there is a significant causal link between reputational events, stakeholder reaction and a negative impact on revenue, operating margin, liquidity, share value and cost of capital.

Negative reputational impact causes include operational events (fraud, lawsuits, sanctions, environmental crimes...), corporate behavior (business practices, management team integrity, massive layoffs, employee satisfaction, inadequate crisis management, transparency ...), and unexpected financial results.

The transmission mechanism between these reputational events and financial deterioration is none other than the stakeholders’ reaction. This is because, before a reputational event\(^\text{22}\):

- Clients perceive the organization negatively, which reduces operating income and cash flows, diminishes loyalty and favors competitors.
- Suppliers and business partners can review their prices and other conditions, which drives up costs.
- Employees lose motivation and productivity, and there may be a departure to competitors.
- Investors and analysts review the organization’s market value after estimating the potential impact of the reputational event. Their opinion of the organization’s management team deteriorates, which also reduces share value. In addition, to protect their own reputation, they prefer not to be related to the organization, which can lead to complete divestment and therefore to decapitalization.

On the other hand, the scientific literature also confirms that there is a positive relationship\(^\text{23}\) between reputation and good financial performance, although this relationship is not symmetric: on average, a negative event is more damaging to results than a positive event is beneficial.

All the above leads to a logical conclusion, reached by all studies on the subject: the need to measure, manage and mitigate reputational risk.

---

19 Sócrates (470-399 a.C.), classical Greek philosopher, teacher of Plato, considered to be one of the founders of Western moral philosophy.
Reputational risk: definition and sources

Risk has traditionally been defined as the possibility that an economic loss will occur due to some previous event, and has been quantified using measures such as value at risk (VaR), which incorporate estimates of the probability that a loss will be incurred and of the amount of that loss. However, the intangible nature of reputational risk, as well as its ability to trigger other risks (e.g. liquidity or market), makes it difficult for such risk to be included in this traditional definition.

**Definition of reputational risk**

Although there are different definitions of reputational risk, all of them highlight the importance of identifying the sources of risk, as well as their intangible nature. The COSO risk management framework, a reference in all industries, considers reputational risk as part of ESG risks and defines it as:\(^{24}\):

“Unacceptable differences between how an organization wants and needs to be perceived and how it is actually perceived”.

The financial sector in particular, whose business is based on trust as a fundamental intangible asset, has tried to rigorously address the definition of this risk.

On the one hand, the revised Basel II accord published in 2009 by the Basel Committee on Banking Supervision (BCBS) contains specific guidelines within Pillar 2 in relation to this risk:\(^{25}\), including a definition of reputational risk:

“The risk arising from negative perception on the part of customers, counterparties, shareholders, investors, debt-holders, market analysts, other relevant parties or regulators that can adversely affect a bank’s ability to maintain existing, or establish new, business relationships and continued access to sources of funding (e.g. through the interbank or securitisation markets)”.

This definition is elaborated on in the Basel guidelines on step-in risk – understood as the risk that a bank decides to provide financial support to an unconsolidated entity that is facing financial stress\(^ {26}\), beyond its contractual obligations or in the absence of them. These guidelines point out that step-in risk is also a potential source of reputational risk and identify liquidity risk as one of the affected risks, recognizing that “reputational risk can affect a bank’s liabilities, since both market confidence and a bank’s ability to finance its business are closely related to its reputation”\(^ {27}\). However, the BCBS explicitly mentions that reputational risk is different from operational risk\(^ {28}\), as the latter includes legal risk but excludes both strategic and reputational risk. This definition, which applies to any industry and organization type (going beyond the regulatory requirements of the financial sector), is therefore based on a drop in the value of an organization’s intangibles.

At the European level, as previously mentioned, the European Banking Authority (EBA) has defined reputational risk as\(^ {29}\):

“The actual or expected risk to an institution’s profits, equity, or liquidity arising from damage to the institution’s reputation”.

The EBA recognizes that this risk is more significant for large institutions, particularly for those with listed shares or debt, and for those that operate on interbank markets. However, the EBA classifies it as a subtype of operational risk, unlike the BCBS classification. In any case, it clarifies that the outcome of a bank’s reputational risk assessment should be incorporated into its business model analysis and liquidity risk assessment.

\(^{24}\)COSO (2018).
\(^{25}\)BCBS (2009), paragraph 47.
\(^{26}\)BCBS (2017), paragraph 14.
\(^{27}\)BCBS (2009), paragraph 52.
\(^{28}\)BCBS (2011), paragraph 10.
\(^{29}\)EBA (2018).
The crisis generated due to the new coronavirus discovered at the end of 2019 has put the focus of people’s attention on the pharmaceutical companies tasked with developing a vaccine quickly, safely and effectively. This has meant that any announcement by pharmaceutical companies and any news in the media has resulted in very significant impacts on the capitalization of pharmaceutical companies.

As an example, Figure 1 shows the capitalization of US pharmaceutical company Pfizer, developer of one of the two main new RNA messenger generation vaccines. You can see the reputational impact of the news by or about the company in November and December 2020.

As can be seen, the share price movements resulted from news released by the company, but also by the competition and the media, and even by strong investors such as Warren Buffett.

- 9/11/2020. Pfizer’s market capitalization rises by more than 7% in one day, after announcing that its Covid-19 vaccine is 90% effective.
- 12/11/2020. It is reported that the CEO of Pfizer has sold more than 60% of his shares in the company, causing the company’s shares to drop by almost 3%.
- 13/11/2020. Europe confirms the contract to buy Pfizer’s vaccines, which partially offsets the negative reputational impact of the CEO’s share sales.
- 16/11/2020. Moderna announces that its vaccine is 94.5% effective, resulting in a 3% decrease in Pfizer’s market capitalization.
- 17/11/2020. Warren Buffett announces that they will increase their investment in the pharmaceutical companies that are developing the vaccine. This announcement increases Pfizer’s market capitalization by almost 2%.
- 18/11/2020. Pfizer makes a new announcement increasing its vaccine’s effectiveness from 90% to 95%, which boosts its market capitalization by almost 1%.
- 27/11/2020 al 02/12/2020. Pfizer’s market capitalization goes up by 9.5% due to announcing that is has applied for its vaccine to be authorized by the FDA and the European Union, that the United Kingdom has approved it and that vaccination will commence a week later.
- 09/12/2020 al 22/12/2020. After a week of share price increases due to previous announcements, vaccination in the United Kingdom began on December 8. On December 9, news of adverse reactions began to emerge, reducing Pfizer’s market capitalization by 12%. This was not stopped by the United States, Canada and the European Union approving the vaccine, which occurred in that period.
- 23/12/2020. Pfizer’s market capitalization rose by almost 2% after the Company announced a second agreement with the US government to supply an additional 100 million doses.
- 11/01/2021 al 19/01/2021. There appeared to be a downward trend in the company’s share value as a result of a slowdown in the distribution of the vaccine and a possible link, later denied, with some deaths after the injection, which caused the share value to drop by 2.8%.

---

Figure 1. Pfizer’s market capitalization between November 2020 and January 2021.
The Boston Federal Reserve\textsuperscript{30} notes that reputational losses can materialize when shareholders infer that there may be direct negative consequences for future cash flows, and identifies several consequences of reputational risk: i) loss of current or future customers; ii) loss of employees or managers within the organization – or increased hiring costs; iii) reduction of current or future business partners; iv) increased costs of funding through credit or capital markets; and (v) increased costs from regulation, fines, or other penalties.

Other definitions focus on the risk that certain events will occur: the OECD echoes the definition of the Canada Revenue Agency (CRA)\textsuperscript{31}, identifying reputational risk not only as any event that could damage stakeholder trust, but also any event that could damage respect for an organization. In this definition, reputational risk would be more closely related to operational risk.

Finally, some academic studies\textsuperscript{32} identify reputational risk as the difference between stakeholder expectations and the organization’s actual performance. Thus, reputation risk arises when the organization is not capable of meeting stakeholder expectations (Figure 2), as this can lead to a lack of liquidity and a fall in the organization’s share price\textsuperscript{33}. This view implies that stakeholder expectations should be measured against the same areas of performance these expectations are about (for example, expectations about dividends, products, corporate management, ethical standards, etc.), using consistent metrics that produce a quantifiable value that can be transposed to a financial impact\textsuperscript{34}.

Sources of reputation risk

The growing interest in corporate reputation analysis has resulted in numerous studies attempting to identify the sources of reputational risk. Some key potential sources are the organization’s strategic positioning and performance, conflict of interest management, individual professional conduct, the compliance system and incentive systems, leadership, and corporate culture\textsuperscript{35}.

Some institutions have tried to identify a broad set of elements that affect reputation and that organizations can manage. By way of illustration, the Hong Kong Monetary Authority (one of the few that has issued specific guidance on this matter) points out 12 areas that can potentially lead to reputation risk\textsuperscript{36}:

1. Corporate governance – which shows the Board’s ability to steer the business and manage the associated risks.

2. Management team integrity and ethics.

3. Employees’ skills and competencies, motivation and satisfaction with how the organization provides for their needs.

\textsuperscript{30}Perry, J. and Fontnouvelle, P. (2005).
\textsuperscript{31}OECD (2020).
\textsuperscript{32}Honey, G. (2009).
\textsuperscript{33}Corporate Reputation Forum (2011).
\textsuperscript{34}Scandizzo, S. (2011).
\textsuperscript{35}Walter, I. (2008).
\textsuperscript{36}Hong Kong Monetary Authority (2008).
\textsuperscript{37}Honey, G. (2009).
4. Corporate culture – including ethical standards and responsible behavior, compliance with legislation, and mechanisms to protect and defend reputation.

5. The risk control and management system in place to safeguard the value of the organization’s assets and capital position.

6. The organization’s financial viability and sustainability, as well as the strength of its financial position.

7. Business practices, whether they are responsible, honest and prudent.

8. Customer satisfaction, including fair treatment, accurate information, the provision of suitable and efficient services, proper claims management, and the absence of malpractice.

9. Compliance with legislation and regulatory requirements.

10. Effective management of contagion risk and of any information that may spread among stakeholders, even if it is untrue.

11. Proper crisis management (and development of business continuity plans).

12. Transparency and the organization’s ability to satisfy stakeholders’ needs for information.

In an effort to grasp the diversity of reputational risk sources, some organizations have classified these sources to be able to measure and mitigate reputational risk. For example, the OECD classifies reputational risk sources into external (such as system hacks) and internal (such as poor customer service or fraud), and this classification forms part of the criteria used to assess the maturity of an organization’s reputational risk management framework.

Other approaches classify reputational risk sources into three groups (Fig. 3): i) Cultural (related to codes of conduct and legal risk as well as self-imposed ethical standards), ii) Management and operational (linked to financial objectives, customer satisfaction and product behavior), and iii) External (related to the services provided by the organization or to the environment).

Finally, some studies have tried to find statistical correlations to identify sources of reputational risk by analyzing empirical data on operational losses. Upon analyzing the correlation for a group of financial institutions, these studies concluded that, for operational losses, there is a positive correlation between a fall in reputation and i) the level of risk assumed by an organization, ii) the level of profitability, and iii) the size of the organization. On the other hand, a negative correlation is observed between a fall in reputation and i) the level of intangibles, and ii) the organization’s market capitalization. The correlation observed is different depending on the business area that incurs the operational loss.

---

38 OECD (2020).
**Regulatory context**

Many regulatory authorities emphasize the need for organizations to explicitly include this risk in their management frameworks, no matter which definition of reputational risk they use:

1. The COSO\(^\text{42}\) risk management framework considers reputational risk as part of ESG risks and emphasizes the need to analyze its interconnection with other risks (operational, climate, etc.).

2. The FSB states\(^\text{43}\) that reputation risk should be part of an organization’s risk management framework and risk appetite statement, albeit in a qualitative way.

3. The Basel Committee states\(^\text{44}\) that, despite the difficulties in measuring reputation risk, the financial industry is expected to develop management techniques for all aspects of this risk. In fact, the reviewed Basel II framework explicitly includes this requirement, establishing that it should be incorporated into the management processes of other types of risk (credit, liquidity, market or operational), and should be adequately addressed in the liquidity contingency and ICAAP\(^\text{45}\) plans. Firms are also expected to improve their stress testing methodologies to capture the effects of reputational risk\(^\text{46}\).

4. In Europe, the CRD emphasizes\(^\text{47}\) the potential impact of reputational risk on liquidity, and states that methods for managing funding positions should factor in any potential reputational impact. This requirement is also detailed in the CRR, which specifies\(^\text{48}\) that firms must take particular account of any significant damage to their reputation when evaluating liquidity outflows.

5. The EBA also states\(^\text{49}\) that reputational risk analysis results should be considered as part of the business model analysis (BMA) and liquidity analysis, since it may have an impact on reduced profits and on loss of confidence in the bank by investors, depositors or interbank market participants.

This requirement has led the EBA to incorporate reputational risk into the supervisory activity of the relevant authorities. Thus, in its SREP guidelines, the EBA includes a reputational risk analysis section, establishing that “supervisory authorities must assess the reputation risk to which financial institutions are exposed, taking advantage of their understanding of financial institutions’ governance, business model, products and the environment in which they operate\(^\text{50}\).

\(^{42}\)COSO (2018).
\(^{43}\)FSB (2013).
\(^{44}\)BCBS (2006).
\(^{45}\)BCBS (2009).
\(^{46}\)BCBS (2019).
\(^{47}\)PE y CE (2013a), article 86, paragraph 4.
\(^{48}\)PE y CE (2013a), article 420.
\(^{49}\)EBA (2018).
\(^{50}\)EBA (2018), section 6.4.3.
These guidelines specify that reputational risk supervision should cover the following:

a. Analysis of internal and external factors that may be a source of reputation risk for the institution.

b. Analysis of qualitative and quantitative indicators such as: the number of sanctions received, advertising campaigns and consumer association initiatives that may damage reputation, consumer complaints, negative events associated with the financial sector as a whole, financing of industries or people that can damage reputation (arms trade financing, deals with countries with embargoes, financing of people on sanction lists, etc.), as well as other market indicators (rating or share price falls, etc.).

c. Analysis of the significance of reputation risk and its connection with other risks (mainly credit, market, operational and liquidity), using the assessment of these risks to identify any potential secondary effects in any direction (from reputation to other risks and vice versa).

5. Similarly, the European Central Bank establishes that reputational risk must be included in the risk inventory for ICAAP\(^{51}\) and ILAAP\(^{52}\).

6. Last, reputation risk management is covered by regulatory requirements associated with specific matters such as:

   i) the FSB’s requirement that compensation to Senior Management should be adjusted to factor in all types of risks, including those that are difficult to measure (such as liquidity, reputation and cost of capital)\(^{53}\);

   ii) the BCBS’s statement that money laundering and terrorist financing risk management helps protect the reputation of banks and the national banking system\(^{54}\);

   iii) the EBA’s requirement to analyze the impact that potential incidents on the part of payment providers\(^{55}\) may have on reputation;

   iv) the ECB’s supervisory expectation that banks should factor in any potential loss of reputation resulting from the public, the bank’s counterparties or investors associating the financial institution with adverse environmental or social impacts\(^{56}\).

---

51 ECB (2018a), paragraph 65.
52 ECB (2018b), paragraph 61.
54 BCBS (2020).
55 EBA (2017).
56 ECB (2020).
Elements of an objective reputational risk framework

“You earn reputation by trying to do hard things well”

Jeff Bezos

07
Given the growing importance of reputation in business performance and sustainability, organizations from different sectors are developing reputation risk management frameworks, incorporating and sometimes going beyond regulatory requirements. These frameworks are usually approved at the highest level of an organization and include components that make it easier to identify, measure, control and manage this risk.

To build a reputation risk management framework aligned with best practices and international standards applicable to other risks, it is first necessary to establish a set of principles that will form the basis of the framework’s structure and deployment. These principles revolve around:

- **Relevance**: determining the importance of reputation risk with respect to other risks. This principle is subsequently cascaded down the risk map and the risk appetite framework.
- **Responsibility**: defining roles and responsibilities, as well as establishing accountability mechanisms.
- **Scope**: identifying the areas of the organization for which reputational risk will be measured. This will be the basis for determining the roles that will be involved in measuring the risk.
- **Measurement**: since reputation risk needs to be quantified, specific metrics need to be defined and later incorporated into processes such as goal setting as well as into monitoring and reporting systems.

Once these principles are defined, the key components of the reputational risk management framework can be developed. These components can be categorized into five blocks (Figure 4):

- Definition and objectives: conceptually defining the framework, factors and stakeholders affected.
- Organization, governance and policies: embedding reputational risk management into the governance and organizational structure of the risk function, assigning roles and responsibilities, and updating internal policies.
- Measurement methodologies: developing methodologies such as active listening, text mining, natural language processing, topic modeling, sentiment analysis, impact measurement, etc. to observe, interpret, analyze and evaluate reputation risk in an objective way.
- Reputation risk map: developing strategic and operational tools to monitor risk.
- Integration into the business-as-usual: integrating reputational risk in processes and tools that allow for adequate monitoring and reporting, with the appropriate level of aggregation at different levels in the organization.

---

57 Jeffrey Preston Bezos n. (1964), founder and CEO of Amazon. According to Forbes, as of March 2021, he is on a par with Elon Musk as the world’s richest person.
58 For example, Deutsche Bank makes public its reputational risk management approach; see https://www.db.com/cr/en/concrete-management-of-reputational-risks.htm
59 ISO (2018), section 5.4.
60 A non-exhaustive list of examples of principles governing the definition of a reputational risk framework.
Definition and objectives

A reputation risk management framework begins with a set of definitions and objectives. First, what is meant by “reputation” and “reputation risk” needs to be defined, as this is essential for the framework to remain consistent when deployed throughout the organization.

Second, the objectives to be pursued need to be specified. Some examples include aspects such as: being aware of the corporate image among different stakeholders, having mechanisms for managing the corporate image, understanding the impact of reputation on the business and the income statement, analyzing how reputation risk relates to other risks, or determining the resilience of the organization to events that can lead to this risk materializing.

Third, a target operating model needs to be designed. This model should outline the desired reputation risk management model and integrate the map of elements to be defined.

Once these definitions are formalized, the elements involved in measuring and managing reputation risk need to be identified. These elements can be represented in a relationship map that should include (Figure 5):

---

Risk factors that can lead to events with an impact on reputation. These factors may have their origin in internal areas of the organization (such as the areas involved in strategy definition, design and marketing of products and services, measurement of risks associated with the business, or support areas such as Finance, Technology, Human Resources, etc.), but they can also have their origin in external elements that impact on the organization’s reputation (such as other stakeholders, market sentiment, sectoral or regional contagion, false news, etc.).

Sources for observing the organization’s reputation (press, reports, blogs, social networks, etc.). Methods that allow active, ongoing and thorough monitoring of these sources need to be developed.

Information classification mechanisms providing content discrimination intelligence.

Quantitative analysis methodologies that can be used to measure reputational impact on factors such as company value, business turnover or liquidity.

The second line are the Risk functions, responsible for setting up action frameworks, defining measurement metrics and tolerance thresholds for this risk, and ensuring that the organization is resilient to reputational events. These functions are supported by the compliance function to ensure that the reputational risk management framework is observed.

Finally, the third line is Internal Audit, who acts as the control of last resort and verifies both the reputational risk management framework and its proper implementation.

As with any other relevant risk, it is important to involve the Board of Directors and Senior Management in the active management of reputation risk\(^6\), as well as to adapt the governance structure (committees) to ensure proper decision-making in this area. This usually involves updating the corporate governance policy as well as the risk management policies and the control framework. This update must include at least roles and responsibilities, measurement metrics and mechanisms, and monitoring and control procedures.

\(^6\) In the case of Spain, 93% of the companies that make up the Ibex 35 have already incorporated reputational risk management into their corporate risk management and compliance systems. For example, at BBVA the Permanent Executive Committee assists the Board of Directors in making decisions related to reputational risk, in addition to having specialized units both at regional and/or business level and at Group level.

Organization, governance and policies

As shown by different studies, good corporate governance affects stakeholder trust\(^62\), therefore reputation risk should be a focal point of corporate governance\(^63\). Good practice would be to integrate reputation risk into a global risk management model based on three lines of defense\(^64\) (LoD), specifying the responsibilities of each line and suitably updating the relevant policies (Figure 6). Thus:

- The first line lies with the business and support areas that carry out the organization’s activities in direct relationship with customers, suppliers, etc., and the corporate communication area, which looks after the image that stakeholders have of the organization.

- The second line are the Risk functions, responsible for setting up action frameworks, defining measurement metrics and tolerance thresholds for this risk, and ensuring that the organization is resilient to reputational events. These functions are supported by the compliance function to ensure that the reputational risk management framework is observed.

- Finally, the third line is Internal Audit, who acts as the control of last resort and verifies both the reputational risk management framework and its proper implementation.

\(^64\) BCBS (2015).
Measurement methods

Measuring an organization’s reputation has traditionally been based on listening to and processing information from media and social networks, as well as conducting surveys in person, by phone or online. This has been done using traditional methods such as:

- The development and use of reputation indicators: building internal indices from information collected by the organization, or using external methodologies or indicators such as RepTrak indices, FTSE Good indices or the Dow Jones Sustainability Index.

- The implementation of survey analysis methodologies such as the reputation quotient methodology or the SPIRIT model, which use statistical techniques (regression, factor analysis). These surveys aim to find out about how different stakeholders perceive specific aspects of the organization, such as whether they trust it, whether they are familiar with its products, how the organization compares with competitors in the eyes of customers, etc. With these procedures, it is possible to quantify concrete qualitative aspects and establish internal indices and metrics to monitor reputation.

Beyond these classical methodologies, advances in data accessibility, storage, and processing, as well as the development of advanced analytics and the intensive use of machine learning models, have led to more robust and efficient quantitative approaches.

These advanced methodologies support the entire reputation risk management and control cycle: observation, interpretation, analysis and evaluation (Figure 7).

Application of machine learning techniques

The most advanced methodologies are based on the intensive use, analysis and exploitation of large bodies of data using machine learning techniques focused on natural language processing (NLP). These techniques allow the analysis of large volumes of media reports, social networks, specialist blogs and other digital resources to detect when a given industry or company are mentioned, and they are capable of identifying published content using topic modelling, as well as classification, usually based on a positive/negative/neutral mentions framework. This allows effective quantification of the impact of the information on specific business indicators.

The application of these methodologies can be conceptualized in five phases: data extraction, text mining, topic modelling, sentiment analysis and impact estimation (Figure 8).

---

**Figure 7. Key points for reputational risk measurement.**

**Questions**

**Observe**
What are the media and social networks saying about my company?

**Interpret**
What are the key concepts appearing in these reports?

**Analyse**
What is the impact on my company?

**Assess**
How do the media and social networks impact my key corporate indicators? (share price, revenues, deposits, etc.)

**Techniques**

- Active listening, text mining
- Artificial intelligence, NLP, topic modelling, sentiment analysis
- Econometric modelling, visualization tools
- Impacts and indicators (e.g. information impact indicator)

---

**Figure 8. Application of machine learning techniques.**

**Phase 1: Data extraction**

- Identify the key stakeholders and industries to monitor
- Define the data sources to be analyzed

**Phase 2: Text mining**

- Preprocess the raw text data
- Use NLP techniques to extract meaningful information

**Phase 3: Topic modelling**

- Identify the main topics discussed
- Analyze the sentiment associated with each topic

**Phase 4: Sentiment analysis**

- Quantify the sentiment of the text
- Calculate the overall sentiment score

**Phase 5: Impact estimation**

- Evaluate the impact on business indicators
- Identify areas for improvement and mitigation

---

A current example of reputation surveys is the American Banker/RepTrack annual banking reputation survey, conducted through an online questionnaire on more than 14,000 people. Available at: [https://www.americanbanker.com/news/bank-reputation-survey](https://www.americanbanker.com/news/bank-reputation-survey)

https://www.reptrak.com/reptrak/

https://www.ftserussell.com/products/indices/ftse4good

https://www.spglobal.com/esg/csa/indices/index


Jurafsky, D. and Martin, J.H. (2020)

EBA (2020) refers to the use of text analytics techniques to extract valuable information from texts.
Classic methodologies: reputation quotient and the SPIRIT model

Reputation Quotient

The reputation quotient methodology was developed in the 1990s with the aim of creating a corporate reputation measure for strategic decision-making processes. It provides a rigorous methodology allowing comparison between companies even where they operate in different industries, and it includes a very broad range of stakeholders influenced by a firm’s reputation. This methodology, which combines various earlier methods, is used to calculate the subject firm’s rating based on a questionnaire consisting of 20 items grouped in six reputational classes, in which each item is scored between 1 (strongly disagree) and 7 (strongly agree).

Reputation quotient questionnaire

| Emotional appeal | • I have a good feeling about the company  
• I admire and respect the company  
• I trust the company |
| Products and services | • It backs its products and services  
• It develops innovative products and services  
• It offers high quality products and services  
• Its products and services offer a good quality-price ratio |
| Vision and leadership | • It displays excellent leadership  
• It has a clear vision of its future  
• It recognizes and acts on market opportunities |
| Workplace environment | • It is well run  
• It seems to be a good place to work  
• It seems to be a company that would have good employees |
| Social and environmental responsibility | • It supports good causes  
• It is an environmentally responsible company  
• It treats people well |
| Financial performance | • It has a strong profit record  
• It looks like a low-risk investment  
• It tends to do better than its competitors  
• It seems to have a strong growth outlook |

This methodology is still widely used today as a jumping-off point to develop more company-specific measures, to address specific aspects and to focus on discrete stakeholder groups (e.g. investors or customers).

The SPIRIT model

The SPIRIT model is more specific than the reputation quotient, insofar as it proposes procedures and techniques for the analysis of the data generated. The name is an acronym of Stakeholder Performance Indicator, Relationship Improvement Tool, and it is a two-stage methodology:

- The first or SPI phase consists of a survey to obtain data, as in the case of the reputation quotient. In this case, the questionnaire consists of 16 items grouped in four categories analysing the company’s past performance and the outlook for future performance. The questions are flexible and can be adapted to the context of the company, although the goal is always to understand the stakeholders’ position towards the company in light of:
  - Their experience in relation to the company (e.g. customer service, product and service proposal).
  - Knowledge of the company obtained from external agents (e.g. press reports, legal disputes involving the company or pressure groups).

- Positioning with regard to the company (e.g. cooperation, permanence, flight).
- Perception of the company (e.g. trust, positive image).
- The second or RIT phase applies different statistical techniques to the SPI data obtained, including factorial analysis, Cronbach’s alpha and regression analyses to ensure that results are robust and significant. These techniques are used to identify the key reputational drivers, whether positive or negative, allowing the business to take appropriate action.

Analysis of the data obtained from the questionnaires may be utilized as a decision-making tool, to benchmark the company to competitors or as an informational measure.

---

Data extraction. The first step consists of obtaining the data sets for analysis, which involves seeking external sources like web pages, online news, blogs or social networks. A search is run, filtered according to the type of news reports analysed (business, politics, social, etc.), to obtain relevant information for the measurement of reputational risk. The depth and volume of the data will depend on the information sources consulted in this process.

Data mining. Cleaning and pre-processing the data is a common step in all advanced analytics practices, and it constitutes a key phase in the modelling process. In natural language processing, the pre-processing stage consists of the application of different filters to erase noise, redundant words and words that provide no information so as to obtain a structured text data set. The main techniques utilized comprise (i) text cleaning, which consists of the elimination of stop words, line breaks, punctuation signs or certain numbers of the document set; (ii) tokenization, which involves the creation of a marker or token for each word in the document set; (iii) lemmatization, reducing words to their base form; (iv) dictionary, which consists of the allocation of a numerical identifier to each individual word; v) bag-of-words modeling of the probability that each word in the dictionary is in the document set.

Topic modelling. Topic modelling is used to extract, compress and group data obtained from a document set by ideas and subjects. One of the first such models is based on TF-IDF type algorithms, which assign weightings to each term depending on frequency in each document. However, this model is not particularly useful when it comes to extracting the main topics contained in a text or establishing relationships between the different terms used. This led to further development utilizing probabilistic and Bayesian models like LDA, which allow topic extraction by modelling data generation based on probability distribution. Other more advanced models like DTM are capable of extracting topics and analysing their behaviour over time. The basic idea behind these models is that a topic associated with a data set can be represented by means of a probability distribution for the words contained in a given dictionary, and that this text will in turn be made up of a specific topic distribution.

Figure 8. Phased application of NLP techniques to the measurement of reputational risk.

Phased application of NLP and data analytics techniques to the measurement of reputational risk

Information

Text Mining

Topic Modelling

Sentiment Analysis

Impact Estimation

<table>
<thead>
<tr>
<th>Elements</th>
<th>Elements</th>
<th>Elements</th>
<th>Elements</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data acquisition</td>
<td>Text cleaning</td>
<td>Model development</td>
<td>Embedding</td>
<td>Development of the impact model</td>
</tr>
<tr>
<td>Dataset construction</td>
<td>Tokenization</td>
<td>Topic Identification</td>
<td>Neural network classification</td>
<td>Interpretation of results</td>
</tr>
<tr>
<td>Internal information available</td>
<td>Stemming</td>
<td>Probability-based allocation</td>
<td>Scoring</td>
<td></td>
</tr>
</tbody>
</table>
- **Sentiment analysis.** This analysis includes sentiment metrics when classifying opinions in order to improve the measure of the impact of these opinions on an organization’s reputation. Different processes are used for this purpose, including (i) embedding (transforming each word into a numerical vector containing both the word itself and its context; (ii) neural network training (typically based on BERT or LSTM\(^{81}\)) to enable the detection of patterns in relatively large data sequences; and (iii) sentiment scoring based on the characteristics extracted.

- **Impact estimation.** Finally, the impact of a given indicator’s output or the output of a company management model (e.g. corporate value) is modelled. The estimation model used in this procedure must combine the NLP techniques developed in order to obtain the impact of reputational events.

---

**Reputational risk map**

The reputational risk map allows tracking of the principal impact risks affecting a company’s reputation and, therefore, its results\(^{82}\). The aim of this technique is to obtain information to facilitate decision-making in order to strengthen perceptions of the entity’s reputation and to mitigate the principal threats (Figure 9):

- The risk map is designed to identify the principal risk factors that could affect the corporate reputation and to allow their evaluation in terms of correlations, frequency of occurrence, severity of materialization and management policy.

- Indicators and metrics are defined to track the corporate reputation scores obtained for each stakeholder group, so as to allow analysis of the correlation and impact of both internal and external factors on the entity’s reputation score.

---


\(^{82}\) For example, Groupe BPCE has proprietary reputational risk maps allowing it to spot risk events, classify them based on severity and undertake active management of the risks concerned (BCPE, 2019).

---

Figure 9. Strategic and operational tools used in the management of reputational risk.
Management integration

Various different levers must be activated if reputational risk is to be integrated in management, ensuring careful consideration of the relevant factor in decision-making processes (Figure 10):

- Development of management tools to include factors such as: (i) the inclusion of reputational risk in the definition of risk appetite (including indicators and limits for the deterioration of internal and/or external reputational risk indices; (ii) design, implementation and tracking of anticipative management metrics (e.g. appearance of negative topics in the media) and definition of front line goals; (iii) development of an appropriate internal reporting system to provide an executive’s view of reputational risk status and trends in different fields (business units, geographical units, division or department, etc.); or (iv) preparation of contingency plans to ensure the immediate adoption of measures wherever an adverse reputational event may occur.

- Active role for the reputational risk control function by assuring (i) participation in the assessments of the level of risk inherent in relevant transformation processes and in the organization’s overall change management procedures; (ii) involvement in the management of specific risks (e.g. via the processes involved in the definition and approval of new products, cybersecurity management, etc.); or (iii) development of risk intelligence (e.g. encouraging the use of artificial intelligence techniques for pattern recognition, topic definition and analysis of the correlation of risks with corporate value).

- Consideration of reputation as a factor in the organization’s strategic processes, including (i) budget processes, (ii) capital and liquidity planning processes, and (iii) simulations, scenario analysis and stress tests.

- Support for a corporate culture of reputational risk awareness to ensure (i) that the first line of defence is aware of risks, for example by identifying events that affect reputation and defining the associated communication flows; (ii) proper communication and training for both the first line of defence and the reputational risk department itself; or (iii) integration of additional “culture and behaviour” factors to involve Senior Management in the development of a value-based culture (honesty, personal responsibility, etc.) and its communication to stakeholders.

---

83 ECB (2018a), para. 59.
84 ECB (2018b), para. 57.
85 Processes of this kind are known in the financial industry as Internal Capital Adequacy Assessment Processes (ICAAP) and Internal Liquidity Adequacy Assessment Processes (ILAAP), which are governed in both cases by specific regulations.
86 Some regulators, such as the FCA in the UK, publish information of this kind online (FCA, 2018).
Quantitative techniques applied to reputational risk: a case study

“When you can measure what you are speaking about, and express it in numbers, you know something about it; but (...) when you cannot express it in numbers, your knowledge is of a meagre and unsatisfactory kind.”

Lord Kelvin
There is a tendency in the industry towards quantitative reputational risk management that is based on the collection of data and is not, therefore, solely qualitative or expert knowledge. This quantitative management involves continuous, active listening to the information published about a company or industry, which requires the use of NLP techniques for interpretation and measurement given the volume of data concerned and the fact that it is expressed in natural language.

In this regard, the quantification of reputational risk is a peculiarly complex task, given that the data measured is drawn not from controlled, reliable, internal sources as in the case of other risks, but from unstructured external sources that usually offer scant guarantees in terms of quality or integrity.

As mentioned in the preceding section, the quantification of reputational risk allows effective management and control through the observation, interpretation, analysis and assessment of the factors involved employing objective criteria.

This section presents a case study of the quantification of certain reputational risk indicators applying these tools in order to illustrate the latest trends and potential of NLP techniques and topic modelling in the quantitative management of risk.

The calculations presented in this case study were made using the advanced reputational risk management tool, which uses artificial intelligence and NLP techniques to measure reputational risk based on information obtained from the media and social networks.

In the following discussion, we begin by describing the tool used and then go on to address the approach taken in the study and to summarize its main findings, and we end by explaining the key methodological issues in more detail from a technical standpoint.

An artificial intelligence tool applied to reputational risk

The tool is designed to calculate the impact that public information has on key corporate indicators (share price, sales, revenues, etc.) over time allowing active management of reputational risk aligned with regulatory requirements.

In other words, the tool seeks to provide answers to the following questions:

- What do the media and social networks say about my company?
- What are the key concepts appearing in the media?
- What is the impact on my company?
- How do the media and social networks impact my key corporate indicators (share price, revenues, deposits, etc.)?

---

87 William Thomson, Lord Kelvin (1824-1907), was a British physicist and mathematician who is famous for his efforts to modernize physics and for inventing the Kelvin temperature scale.

88 Natural Language Processing is a discipline in Artificial Intelligence and Linguistics concerned with the automated processing and analysis of large volumes of natural language.

89 Developed by Management Solutions and mRHouston after a research and development program lasting several years.

90 mRHouston (mrhouston.net) is a technological solutions firm specializing in artificial intelligence and software development, which carries out R&D work for the European Social Fund, Spain’s Centre for Industrial and Technological Development and the Spanish Government’s Enabling Digital Technologies program.
In outline, then, the solution:

- Is fed by a body of natural language texts such as digital press reports, mentions in social networks or online texts obtained from different websites, filtered for relevance;
- Pre-processes this corpus using data mining techniques, eliminating information lacking semantic value (prepositions, conjunctions, etc.), and it transforms it into word sets suitable for modelling;
- Obtains the semantic core, i.e. the concepts to which the words refer, from the texts using NLP topic modelling techniques, which allow definition of the topic concerned as recurring patterns in the appearance of groups of words together in a text. For example, if the words “bank”, “services”, “customers”, “savings”, “current accounts” and “loans” appear together in a news report, the topic will be identified as “banking”;
- Uses the topics defined to build time series showing their importance over time, so that the specific days on which a given topic was relevant in terms of the number of mentions in the press or social media can be observed; and
- Calculates the correlation of the time series for the appearance of each topic with other time series provided by the user, so that it is possible to reckon the influence of a given topic (e.g. money laundering) on a given indicator (e.g. share price).

Applied to the quantification of reputational risk, this solution can determine the specific reputational events, defined by way of topics, that impact a company’s performance over time, and to what extent.

One key feature of the tool is that it does not require any a priori information to identify the topics, i.e. it is not necessary to specify that the object is to establish the influence of a given item (e.g. the publication of stress test results) on reputation. The tool simply analyses the body of texts and automatically identifies the key topics using artificial intelligence.

Finally the tool is equipped with an interactive visualization layer (Figure 11) to make it easier to compare time series or to determine what specific news items have generated an increase in the importance of a topic on a given day, and in general to arrive at an intuitive understanding of the connection between topics and their impact on the time series analysed. Through this tool, the user is able to identify topics that impact on the reputation of the organization or of other organizations in the industry, and measure that impact.

**Study approach and procedure**

The case study is designed to show the procedure employed in the quantification of reputational risk by means of topic modelling using the tool described. Specifically, the tool analyses online reports appearing in the leading digital financial media to identify the reputational events that had an impact on various major European banks over the period 2018-2020 and then goes on to quantify that impact.

To this end, a digital press provider was used as the data source and, after screening by articles related to the financial industry within the desired time window, the medium that covered

---

97 For reasons of confidentiality, the banks cannot be named in this case study.
European financial topics in greatest depth was selected from all other digital media, resulting in a corpus of over 3,000 news reports.

In other words, the reputational impact is measured in terms of the residual series remaining after eliminating the market trend in the share price.

For example, if a case of money laundering affecting a bank is reported in the news, the market reaction will be a sharp fall in its share price that will be differentially sharper than any fall affecting other entities. What this study seeks to quantify is precisely the size of this drop based on the trigger reputational event measured as the difference with respect to the central market trend.

Hence, the time series used to measure the impact of the reputational events observed for each bank analysed was constructed as follows:

- We take the time series \( zi \) for the simple return on each bank’s share price over the period of the analysis, which we will call the “share price” series.

- We take the time series \( mi \) for the simple return on a stock market index of financial entities, which we will call the “market series”.

- The time series used to measure the impact of the reputational events is the difference \( r_i = z_i - \beta mi - \alpha \) between the first time series and a linear adjustment obtained using the second time series as the regressor, which we will call the “residual series”.

In other words, the reputational impact is measured in terms of the residual series remaining after eliminating the financial market trend in the share price.

For example, if a case of money laundering affecting a bank is reported in the news, the market reaction will be a sharp fall in its share price that will be differentially sharper than any fall affecting other entities. What this study seeks to quantify is precisely the size of this drop based on the trigger reputational event measured as the difference with respect to the central market trend.

Figure 12 shows the residual series for one of the banks analyzed and the series showing the aggregate impact of the most influential topics. In this case, topics that had a positive influence included “fight against climate change” (the bank announced a program on this topic) and “EU Court of Justice” (there was a ruling in favor of the bank); whilst topics with a negative influence included “net profit” (the bank’s performance was worse than expected) and “current account fees” (an increase in fees was announced).

Thus, each of the topics shows a certain correlation with the residual series for each bank, which is to say it explains a certain percentage of movements in the share price that cannot be explained by reference to market trends.

**Key findings**

The key findings obtained from the case study are as follows:

- Share price movements are largely unrelated to market trends, but are rather explained by specific reputational
events (share price movements of up to 5% in the space of one day due to reputational impacts were observed from this study)\textsuperscript{92}.

- The most significant of these events are related to the organization’s performance, climate change, legal disputes and pricing decisions (increased fees in this case).

- As may be observed, the reputational events with the greatest impact are both negative and positive, supporting the intuition that active reputation management can have a direct, positive impact on a firm’s performance.

- Specifically, a non-stable fraction of each entity’s capital, which can be up to 5% in light of our results, is exposed to very rapid fluctuations due solely to reputational events above and beyond the specific terms of this case study, it appears from the results obtained that an analysis of this nature can not only identify the key issues arising for reputation management but can also quantify them, allowing decision-making with regard to the factors concerned.

Finally, this study employs a series of hypotheses and assumptions, which will logically vary depending on the specific scenarios analysed. Key assumptions include the following:

- The identification of relevant topics is conditioned by the selection of an appropriate information source and an adequate set of news items, as well as the media presence of the companies analysed. The tool chosen determines which document series is selected for measuring the impact, and its quality.

\textsuperscript{92}A typical measure of the simple daily return (its standard deviation) in this study is 1%, of which the market is able to explain 40%, with residuals left at approximately 0.6%. On average, standard reputational events can explain around 25% of the daily fluctuations in the residual series, which leaves intrinsic fluctuations at 0.5%.

- The time series explained are based on public information concerning the share price of each entity, and the study was designed to capture very short-term impacts. Companies supplement studies of this kind with internal series (e.g. daily sales, transactions, deposit in- and outflows) based on different frequencies as part of their reputational risk management procedures. This allows assessment of the impact of reputational events in other dimension and over periods established for management purposes.

- For the sake of simplicity and clarity, we used simple methodological assumptions in order to avoid the application of more complex techniques to identify market trends and trends in the fundamentals for each stock analysed, among other matters. The assumptions made would in all probability be more sophisticated in studies carried out for internal management purposes.

To conclude, news reports were transformed into topics applying recent advances in the field of NLP and their impact on a selection of major banks was then measured to confirm and quantify the influence of reputational events on the performance of each entity.

Despite the promise they hold out in the area of reputational risk management, further research into these methodologies and their application is still needed.
Methodology

Data mining

Pre-processing of the texts used is an essential step to obtain significant results, because it is here that the text is transformed into the kind of data that can be used in the model. The processes applied in this case were as follows:

- **Part-of-speech (POS) tagging**: this process converts the text into elements that the model algorithms can understand. In this case, each phrase was converted into a tuple formed by pairs (token\(^{93}\), tag\(^{94}\)).

- Elimination of superfluous elements for the semantics of the text, such as punctuation, numbers, symbols and stop words (words tagged as determiners, conjunctions, interjections and so on).

- Conversion to lower case.

- Lemmatization of the resulting tokens so as to reduce inflected words to their basic form.

- Elimination of tokens containing less than the minimum number of characteristics established or occurring less frequently than the threshold defined.

- Elimination of duplicate or near duplicate documents. Many articles vary by just a few words, and their duplicates should not be used in the analysis.

The tokens resulting from the pre-processing exercise comprise the dictionary utilized for the extraction of topics.

93Tokens are the elementary elements into which a text can be broken up (e.g. paragraphs, sentences, words, syllables).
94In the present case, tags are grammatical categories (noun, verb, article, etc.), although they may also include number, grammatical gender, time and other inflexions.

Automated topic tagging

A topic will usually be found in the presence of 5-10 keywords, i.e. words reflecting a higher probability \(p(w_i | z_i)\). However, it may sometimes be difficult to infer a tag that encompasses all of these terms, which may also require manual work on the part of the analyst, introducing a propensity to subjectivity.

It is in this context that automated topic tagging comes in. The aim of this technique is to automatically assign one or more descriptive tags to represent each topic. This problem is relatively new and still the subject of research in the field of NLP.

The first paper to formulate the problem was published in 2007.\(^95\) The authors propose a probabilistic approach to reach a solution in two steps: (i) identification of a set of candidate tags, and (ii) design of a relevance scoring function to measure the similarity between the tag and the topic.

This two-step approach constitutes the basis for the majority of subsequent proposals, which focus on enhancing the quality of the candidate tags (e.g. using external sources) or on the development of methodologies to select the best candidate tag (e.g. via supervised classification model training based on the characteristics of the tags).

In this context, a solution based on the use of graphs was used to identify\(^96\):

- Extraction of candidate tags.
- Creation of a link graph showing the semantic relations between the candidate tags in order to identify those which are relevant and eliminate redundant or less informative tags.
- Generalization of the resulting tags and combination with aggregation patterns, where possible.

96This methodology is based on Mehdad, Y., Carennini, G., Ng, R., and Joty, S. (2013).
We then proceeded with topic modelling. Various algorithms can be used for this procedure: including LSA, pLSA, NMF, LDA, BTM, DTM, cDTM and ATM, among others. In this case, we opted for a Latent Dirichlet Allocation or LDA, which is about representing documents as a distribution of topics, each of which is characterized by a given distribution of words. Using this method, a document can be broken down into a mixture of topics so that the fraction of its contents corresponding to each topic can be determined. Numerous libraries can be used for the application of this procedure. Although numerous libraries can be used for applying this procedure, for reasons of efficiency and to better control the interactions between the topics and the time series, we developed an exclusive model that is detailed later in this document.

After training the model with k topics, each document d of the corpus is represented by a k-dimensional vector $\theta_d=(\theta_{d,1}, \theta_{d,2}, \ldots, \theta_{d,k})$. The terms of this vector may be interpreted as the probabilities associated with each topic, and their sum is therefore one.

As regards the time series, the purpose of the case study is to quantify the impact of news items on daily trends in market movements. To this end, we carried out a temporal aggregation to ensure the same granularity in each of the time series.

A model combining topics and time series

A time series of numerical data and a sequence of texts in time order can often show a strong correlation. A paradigmatic example is the correlation between economic or political news and share price index movements\(^9\). Another example is the potential economic impact that reputational events published in the press and on social networks have on organizations. This correlation is examined in the study: quantifying reputational risk\(^9\).

To analyze these types of correlations, text regression often takes a TF or TF-IDF representation of documents as input to predict a time series\(^9\). A weight is obtained for each word in the vocabulary, thus determining each document’s contribution to predicting the dependent variable. There are arguably two key downsides to this approach: first, there is a high risk of overfitting, since there are as many regressors as there are words in the vocabulary; second, outcome interpretability is poor.

Both problems can be solved by using “Topics”\(^9\), instead of words as the explanatory variables. Thanks to reduced dimensionality, the number of features needed to represent a document is much lower than the number of words, which leads to better performance due to reduced overfitting. Besides, themes contain greater semantic meaning than words, allowing better interpretation of results.

Topic modeling has become a standard technique for discovering the hidden structure of texts. A topic is defined as a probability distribution over a vocabulary of words. Consequently, a document made up of a large number of words from that vocabulary can be modeled as a probability distribution over a reduced number of topics, each representing\(^9\) an underlying semantic theme.

Recent studies\(^9\) have analyzed and developed a new combined model that takes a corpus of documents and a numerical time series as inputs, and produces a collection of topics that are specially tailored to act as regressors for the given time series together with the values of their regression coefficients. This model is intended to achieve the following three objectives:

- Automatically select only topics from the corpus showing a significant correlation with the time series, and discard those that are not correlated.
- Quantify the (positive or negative) impact of each chosen topic on the time series.
- Avoid overfitting by using appropriate regulators (Lasso/ElasticNet), and adjusting them by trying to predict the value of the time series on documents with dates not used in the training sample.

This model solves several of the limitations shown by other recently proposed models.

---

\(^9\) Listed in chronological order of appearance in scientific circles.

\(^9\) For more details on the impact calculation process, see Cendrero, J. et al. (2021).

See references at the end of the text for further details.
Latent Dirichlet Allocation (LDA) is one of the most commonly used topic modelling techniques. It is a Bayesian version of the earlier pLSA (Probabilistic Latent Semantic Analysis), which applies probabilistic methods rather than breaking data down into singular values. More specifically, it consists of a 3-level hierarchical Bayesian model.

The basic assumptions made in the model are:

The documents are represented as a random mixture of topics, i.e. each document contains a mixture of topics.

The topics are characterised by a multinomial word probability distribution

For ease of understanding of the generation process, the notation utilized is as follows:

*V* is the total number of terms/words

*D* is the total number of documents

A document is a sequence of *N* words denoted by *w* = *w*₁,*w*₂,...,*w*N, where *w*_n refers to the nth word of the document

*α* is the Dirichlet distribution parameter in the distribution of topics by document

*ξ* is the Poisson distribution parameter that models the number of words *N* as a random variable

*θ* refers to the distribution of topics for the document

*k* is the number of topics

*z* = *z*₁,*z*₂,...,*z*N is the sequence of topics associated with each word, where *z*_n denotes the topic associated with the nth word of the document

*β* is a matrix with dimensions *k* × *V*, where *β*_ij = *P*(*w*_j=1|*z*_i=1), which is the probability that a word *j* is associated with topic *i*

Accordingly, for a fixed number of topics *k* and a vocabulary of *V* words, the generative process assumed by the model for each document is:

Choose *N* ~ Poisson(*ξ*)

Choose *θ* ~ Dir(*α*)

For each of the *N* words of the document (*i* ∈ {1,..., *N*):

Choose a topic *z*_i ~ Multinomial(*θ*)

Choose a word *w* _i de *P*(*w*|*z*_i,*β*), being the multinomial distribution of words conditional upon the topic

In this generative model, the random variable *N*, may, for the sake of simplicity, be considered a constant set a priori, because the topic probabilities are independent of the variable’s random nature. Meanwhile, the word probabilities are parametrized by the matrix *β*, the values of which are treated as fixed quantities to be estimated in first approximation.

Likewise, *θ* refers to the distribution of topics for a given document, following a Dirichlet distribution of the *k*-dimensional parameter *α*. This distribution is a multivariate generalization of the beta distribution and the conjugate of the multinomial distribution:

\[
p(\theta|\alpha) = \frac{\Gamma(\sum_{i=1}^{k} \alpha_i)}{\prod_{i=1}^{k} \Gamma(\alpha_i)} \theta_1^{\alpha_1-1} ... \theta_k^{\alpha_k-1}
\]

Figure 13 shows a graphic representing this generative model. The nodes represent the model parameters and the random variables, while the links represent the dependencies between them.

As may be observed, this is a 3-level hierarchical Bayesian model. The parameters *α* and *β* are found in the first level, as the variables relating to the level of the corpus. The second level is formed by variable *θ*, referring to the documents. Finally, the variables *z* and *w* make up the last level, which refers to the words.

The topic modelling technique described here is a problem of Bayesian inference. As such, the aim is to calculate the a posteriori distribution \(P(\theta|Z,w|\alpha,\beta)\). However, the analytical calculation of this distribution is unviable. Hence, various different procedures must be used to approximate the distribution, including Gibbs sampling\[^10^\], the use of Markov Monte Carlo chains (MCMC)\[^11^\], and variational Bayesian methods\[^12^\].


\[^11^\] Bayes theorem is used in Statistics to update probabilities via the inclusion of new data or events. It is expressed as the conditional probability of an event A depending on B:

\[
P(A|B) = \frac{P(A \cap B)}{P(B)}, \quad P(A \backslash B) = \frac{P(A \cap B)}{P(B)}
\]

\[^12^\] Yildirim, I. (2012).


Concluding remarks

“I think I’ll leave it here”
Sir Andrew Wiles
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As explained above, reputation is a valuable intangible asset, and in this light firms have become increasingly interested in its measurement and management. Furthermore, the digital era has allowed ever greater and faster access to information, accelerating and enormously amplifying the reputational risks and thereby creating the need to enhance management in this area.

In heavily regulated industries, supervisors have increasingly stressed the need to learn more about reputational risks and to improve knowledge, measurement and management of the factors in play, which by their nature are tightly interwoven with other risks and involve all of an organization’s multiple functions and departments.

In this context, organizations have begun to address the management of reputational risk by developing management frameworks to define governance and organizational structures, establish policies, design reputational risk maps and develop tools to allow risk tracking and effective management.

However, the quantitative management of reputational risk is extremely complex, given its intangible nature. To solve this problem, conventional measurement mechanisms have increasingly been supplemented by advanced models and analytics, bringing in machine learning, artificial intelligence and natural language processing techniques. These techniques allow processing of mass data extracted from news items, reports and communications produced in different formats, including unstructured information. However, results are highly dependent on the data used, and the selection of sources, data quality and currency are key aspects of the process. It is also essential to have in place effective procedures and robust models to allow the consistent extraction of patterns.

The development and use of these techniques still involve serious challenges in what remains an ongoing process. Many techniques are strongly reliant on the training language, which can be a major stumbling block for multinational organizations. Meanwhile, the results generated by the techniques used still require interpretation by a person, again reflecting the need to develop additional mechanisms (e.g. topic tagging techniques).

In any event, the expected trend is for the development of quantitative reputational risk management tools to continue in the future, as they gradually become established as essential elements in the risk management frameworks of large organizations.

---

Sir Andrew Wiles (b. 1953), is a British mathematician who is famous for having proved Fermat’s Last Theorem, a problem that had remained unsolved for more than 350 years. He used these words to conclude the public lecture at which he astonished the world in 1993.


Parlamento Europeo y Consejo de la Unión Europea (2013a). Directiva 2013/36/UE.


Glossary

**Sentiment Analysis:** the set of methods, techniques and tools allowing the extraction of emotional meaning from natural language.

**Bag of words:** a technique that represents each document numerically based on the frequency with which each token appears.

**Reputational quotient:** standardized corporate reputation measure used to understand the perceptions of stakeholders via analysis of reputational categories.

**ESG (Environmental, Social and Governance):** criteria: a series of standards for the measurement of sustainability and the social impact of investments.

**ICAAP (Internal Capital Adequacy Assessment Process):** internal capital adequacy self-assessment process applied in the banking industry.

**ILAAP (Internal Liquidity Adequacy Assessment Process):** internal liquidity adequacy self-assessment process applied in the banking industry

**KRIs (Key Risk Indicators):** risk management metrics used to indicate the risk inherent in an activity.

**LDA (Latent Dirichlet Allocation):** one of the most commonly used topic modelling techniques.

**Lemmatization:** a technique used to reduce inflected works to their basic form.

**Machine Learning:** the field of computer science concerned with the development of techniques to enable a program to find patterns in a data set.

**SPIRIT model (Stakeholder Performance Indicator, Relationship Improvement Tool):** the series of procedures and techniques used to analyse the data obtained from surveys in order to identify key business drivers.

**Natural Language Processing:** a discipline in Artificial Intelligence and Linguistics concerned with the automated processing and analysis of natural language.

**Stemming:** technique used to reduce an inflected word to its root.

**Stop words:** words that lack any semantic meaning, such as determiners or prepositions.

**Target Operating Model (TOM):** description of an organization’s target operating model.

**TF-IDF:** technique used to represent each document numerically taking into account the relevance of tokens and not just their frequency (i.e. penalizing tokens that appear in the majority of the documents analysed).

**Tokenization:** process of splitting a text up into its basic units, called tokens.

**Topic modelling:** unsupervised statistical model used to describe hidden categories or topics present in a given set of texts.
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