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Regulatory landscape

General overview1

General overview

Artificial Intelligence (AI) is the ability of a machine

to display human-like capabilities such as

reasoning, learning, planning and creativity2. An

AI system means a machine-based system that is

designed to operate with varying levels of

autonomy and that may exhibit adaptiveness after

deployment, and that, for explicit or implicit

objectives, infers, from the input it receives, how

to generate outputs such as predictions, content,

recommendations, or decisions that can influence

physical or virtual environments.

1

3
Most AI systems pose limited to no risk and can

contribute to solving many societal challenges,

certain AI systems create risks that must be

addressed to avoid undesirable outcomes.

Some AI technologies have been around for

more than 50 years, but advances in computing

power, the availability and storage capacity of

enormous quantities of data and the

development of new algorithms have led to

major AI breakthroughs in recent years.

2

Recent advances in Artificial Intelligence (AI) capabilities are pushing regulators1 worldwide to establish 

regulations and different types of guidelines for the appropriate use of AI

Worldwide regulation

• The European AI Act is the first ever legal framework on AI. The US has also taken an approach

towards AI through the issuance of the AI Bill of Rights. These two are considered the most relevant

reference standards.

• Some other countries are also taking steps for regulating the AI (see map below).

• At international level, there are also some initiatives. For example, the OECD adopted some

recommendations on AI, IOSCO adopted guidance on the use of AI, and UNESCO adopted

recommendations on Ethics of AI.

(1) In the context of this technical note, the term "regulator" includes also supervisors and recognised standard setters.

(2) European Commission.

(3) EU IA Act. The set of what can be considered AI techniques is also described in this corrigendum of the proposal for legislation, and includes machine 

learning approaches, logic and knowledge-based approaches, statistical approaches, Bayesian estimation, and search and optimization methods.
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Regulatory landscape

EU and USA: Main characteristics of reference standards1
While the AI Act sets the legal framework in Europe, the AI Bill of Right in the US

is a set of principles to help guide the design, use, and deployment of automated systems 

Objective
• Improve the functioning of the internal market by laying down a uniform

legal framework in particular for the development, marketing and use of AI

in conformity with EU values

• Help guide the design, use, and deployment of automated

systems to protect the rights of the US public in the age of AI

Publication 

Date
• May 2024 (EP/Council Final Version) • October 2022 (draft)

Scope

• AI system providers

• AI system users

• Deployers, importers and distributors of AI systems and affected persons 

located in the EU whose health, safety or fundamental rights were 

adversely impacted by the use of an AI system 3

• Designers

• Developers

• Deployers of automated systems

Enforceability • Mandatory Act. • Voluntary white paper

Main content

It sorts AI applications into risk levels:

• Unacceptable risk (prohibited practices)

• High-risk (subject to a set of requirements and obligations to gain access 

to the EU market)

• Non-high risk AI systems: encouraged to create codes of conduct

5 principles:

• Safe and effective systems

• Algorithmic discrimination protection

• Data privacy

• Notice and explanation

• Human alternatives, consideration and fallback

Next steps
• The text will enter into force 20 days after its publication in the OJUE. The 

Regulation will be fully applicable 24 months after entry into force5 • There is no official calendar for next publications

AI Bill of Rights (US)6AI Act (Europe)1

(1) For further information of the AI Act see Annex 1

(2) For more information go to Annex 1.

(3) According to the last Draft of AI Act (May 2023)

(4) According to the European Parliament

(5) Provisions regarding high-risk systems and governance will apply 3 months following the entry into force 

(6) For further information of the Blueprint for an AI Bill of Rights see Annex 2

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence?&at_campaign=20226-Digital&at_medium=Google_Ads&at_platform=Search&at_creation=RSA&at_goal=TR_G&at_advertiser=Webcomm&at_audience=ai%20act&at_topic=Artificial_intelligence_Act&at_location=ES&gclid=EAIaIQobChMI5p32h4bV_wIVkhYGAB3--wBSEAMYASAAEgJRBfD_BwE
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Regulatory landscape

Main principles in AI Regulation1
Proposals for AI regulation aim to address the potential risks, limitations, and ethical concerns associated with AI 

models while promoting their responsible development, implementation and use of these models

Robustness and reliability

Assessing AI model performance under various

conditions, including adversarial attacks, input variations,

and edge cases. AI regulation may request rigorous

testing and validation, as well as human oversight and

monitoring to ensure that AI models behave reliably and

consistently.

Transparency and explainability

Explainability of AI systems and whether the AI model's

decision-making process can be explained or whether it

operates as a "black box.“ Draft regulation requires

ensuring the AI system outputs can be understood

and evaluated by users and other stakeholders.

Risk assessment and governance

Assessing the potential risks associated with AI models, AI

Regulation may require mechanisms for risk

assessment, certification, auditing, and regulatory

oversight to ensure adequate governance and

accountability of AI systems.

Accountability

This aspect involves determining who is responsible for

the actions and outcomes of AI systems, including

legal liability, roles of developers and operators, and

mechanisms for addressing harm or unintended

consequences caused by AI.

Privacy and security

Evaluating how AI systems handle and protect user data

during collection, storage, access, and the potential risks

of unauthorized disclosure or misuse. Draft regulation may

incorporate requirements on data protection, informed

consent, anonymization, and cybersecurity.

Fairness and bias

Identifying and mitigating biases in AI models, and

assessing whether the model's training data, algorithms,

or decision-making processes introduce unfair advantages

or disadvantages for specific groups or individuals. Draft

regulation may require measures to address bias,

promote fairness, and ensure non-discriminatory

outcomes.

Ethics

Evaluating the broader ethical implications of AI models,

such as the impact on human rights, social values, and

potential harm to individuals or society.

Overview of AI 

regulatory requirements
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Reactions from regulators about AI

Global 

At global level, the OECD recommendations stand out as the first principles subscribed to by governments, 

and other organisms have also issued guidance and recommendations

2

Global

This recommendation focuses on two building blocks. On the one hand, it sets out Principles for responsible stewardship of trustworthy AI:

i) inclusive growth, sustainable development and well-being; ii) human-centred values and fairness; iii) transparency and explainability: iv)

robustness, security and safety; and v) accountability. On the other hand, it sets out recommendations for the integration of AI into national

policies and encourages international cooperation of governments for safe AI. The Recommendation was further revised at the 2024 Meeting of

the Council at Ministerial level to maintain its continued relevance and facilitate its implementation five years after its adoption.

Recommendation of the Council on Artificial Intelligence | OECD | May. 2024 NBFV

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

G

Use of AI and ML by market intermediaries and asset managers | IOSCO | Sep. 2021 

The proposed guidance aims to help its members regulate and supervise the use of AI and ML by market intermediaries and asset

managers. It also describe how regulators are addressing the challenges created by AI and ML and the guidance issued by supranational

bodies in this area.

FV NBI

Ethics of Artificial Intelligence | UNESCO | Nov. 2021 

A set of values, principles and recommendations on areas of policy action, with the aim to provide a basis to make AI systems work for the

good of humanity, individuals, societies and the environment and ecosystems, and to prevent harm, ensuring they contribute to a more inclusive,

sustainable, and peaceful world.

FV NBG

Project Gaia | BIS | Mar. 2024 

Project GAIA leverages generative AI to facilitate the analysis of climate-related risks in the financial system. It aims to help analysts

search corporate climate-related disclosures and extract data quickly and efficiently using AI, particularly large language models (LLMs). Gaia

Phase I has surveyed climate risk experts from central banks and supervisory authorities, designed a solution that addresses the requirements

articulated by these experts and delivered a proof of concept (PoC) demonstrating the technical feasibility of the concept.

NBG FV



Página 7Page 7© Management Solutions 2024. All rights reserved 

Reactions from regulators about AI

Europe (incl. UK) 

The European AI Strategy aims at making the EU a world-class hub for AI 

and ensuring that AI is human-centric and trustworthy

2

Europe

The Commission has 

proposed 3 inter-related 

legal initiatives that will 

contribute to building 

trustworthy AI1

Access to high quality 

data is an essential 

factor in building high 

performance, robust AI 

systems.

AI Act AI Liability Directive

e.g.

General Product 

Safety Direcive

Regulation on 

Machinery

Legal framework
Sectoral safety 

legislation
Civil liability 
framework

Digital Markets Act Digital Services Act Data Governance Act

Infraestructure legislation

European approach for an excellent and trustworthy AI

(1) In addition, in January 2023 the Committee on Artificial Intelligence of the Council of Europe has issued a draft Convention on Artificial Intelligence, 

human rights, democracy and the rule of law to establish principles, rules and rights aimed at ensuring that design, development and application of 

artificial intelligence systems is fully consistent with respect for human rights, the functioning of democracy and the observance of rule of law. This 

document will have to be negotiated in the Committee.
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Reactions from regulators about AI

Europe (incl. UK)2

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

The Digital Markets Act (DMA) | EC | Oct. 2022 

The DMA establishes a set of clearly defined objective criteria to identify “gatekeepers”. Gatekeepers are large digital platforms providing so

called core platform services, such as for example online search engines, app stores, messenger services. Gatekeepers will have to comply

with the do’s (i.e. obligations) and don’ts (i.e. prohibitions) listed in the DMA. Its impact in the digital sphere could have implications for how AI

technologies are used and regulated in the context of online platforms and the digital economy in the EU.

FVG B

GDigital Service Act (DSA) | EC | Oct. 2022

The DSA establishes legal rules for online platforms operating in the EU, including social media platforms, online marketplaces, and search

engines. It seeks to make online platforms more accountable for the content they host and to strengthen user rights and protections which could

be threatened by AI.

FVG B

Data Governance Act | EP and Council | May 2022 

It supports the set-up and development of common European data spaces, meaning an internal market for data in which data could be used

irrespective of its physical storage location in the EU in compliance with applicable law, which, inter alia, could be pivotal for the rapid

development of AI technologies.

FVG B

This regulations are complemented with additional Acts 

to address the infrastructure and data access and systems

Europe

Proposal for a Directive on adapting non contractual civil liability rules to AI has the following objectives: i) adapt non-contractual civil liability

rules to AI; ii) promote the uptake of AI and address the risks associated with its use; iii) identify and address the specific challenges

posed by AI to existing civil liability rules; iv) establish a civil liability regime for AI that is suitable and effective; and v) ensure that victims of

damage caused by AI-enabled products and services have access to fair and efficient compensation.

AI Liability Directive | EC | Sep. 2022 NBG D
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Reactions from regulators about AI

Europe (incl. UK) 

In Europe, the Commission has proposed some inter-related legal initiatives that will contribute to 

building trustworthy AI and to address fundamental rights

2

Europe

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

This regulation aims to improve the functioning of the internal market by establishing a uniform legal framework for the development, marketing,

use and servicing of AI systems in the EU. This is done with the intention of promoting the adoption of human-centered and reliable AI, while

ensuring a high level of protection against the harmful effects of AI systems and supporting innovation. In the next months.

AI Act1 | OJEU | June 2024 BG

It seeks to address the product safety challenges of emerging technologies, including use of AI and connected devices, and to establish

clear obligations for online marketplaces, which consumers increasingly use for their online purchases.

General Product Safety Regulation (GPSR) | EC | May 2023 FVI B

(1) ECB has published its position regarding the AI Act. See Annex 3. 

FV

Europe
The EBA Follow-up report provides an overview of the current use cases of machine learning techniques for internal ratings-based models.

Furthermore, it analyses the interaction of the use of these techniques in credit risk models with two other legal frameworks: the General Data

Protection Regulation and the Artificial Intelligence Act.

Follow-up report on Machine Learning for IRB models | EBA | Aug. 2023 FVI NB

Regulation on Machinery | EP and Council | Jun. 2023 I BFV

The regulation introduces a new legal framework to the European machinery and equipment industry. Manufacturers, importers, and

distributors of all types of machinery will have to comply with extensive new obligations. The rules introduce new safety requirements for

autonomous machines, human-machine collaboration and, for the first time, the safe use of AI systems in machinery.

This joint statement emphasizes the need for vigilance against anti-competitive tactics in the evolving AI landscape. It highlights risks such as

the concentrated control of key AI resources, the entrenchment of market power by incumbent firms, and anti-competitive partnerships. The

statement outlines principles for safeguarding competition, including fair dealing, interoperability, and consumer choice.

Joint international statement supporting competition in AI | Gov UK | July 2024 G FV NB
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Reactions from regulators about AI

Europe (incl. UK)2

UK

AI white paper to turbocharge growth | UK Government | Aug. 2023 NB

The white paper outlines 5 clear principles that regulators such as the Equality and Human Rights Commission and Competition and Markets

Authority, should consider to best facilitate the safe and innovative use of AI in the industries they monitor: i) safety; ii) security and robustness; 

iii) transparency and explainability; iv) fairness; v) accountability and governance; and vi) contestability and redress.

G D

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

In Spain, the Royal Decree establishing a Sandbox for compliance with the AI Act stands out. Furthermore, white papers 

were published in Germany and the UK. Italy has adapted measures to regulate the use of ChatGPT

The purpose is to create a controlled testing environment to test measures foreseen in the proposed EU Regulation on AI (AI Act). Artificial

intelligence systems that imply risks that can affect health, safety and fundamental rights of persons will be screened out in order to design the

principles that rule their design, validation and monitorization to mitigate those risks. See Annex 3.

Spain

Royal Decree establishing a Sandbox for compliance with the AI Act | MINECO | May 2023 BG D

The purpose of this Agency is to supervise the use of AI systems to protect fundamental rights and minimise risks and it will collaborate with

national and European authorities. See Annex 3.

Royal Decree approving the constitution of the Spanish AI Supervisory Agency | Spanish Gov. | Aug. 2023 BI FV

Royal Decree on the controlled testing environment for Artificial Intelligence | Spanish Gov. | Nov. 2023

The purpose is to assess compliance with European Regulation proposals, enabling self-evaluation and testing of high-risk AI systems during

operation by participants.

G FV B

FS2/23 AI and Machine Learning | Bank of England | Oct. 2023 

The Discussion Paper (DP) 5/22 on Artificial Intelligence (AI) and Machine Learning provides further insight and deepens the dialogue on how AI

may affect their respective objectives for prudential and conduct of business supervision of financial firms. The Feedback Statement (FS) provides

a summary of the responses to DP5/22 with the objective of acknowledging the responses, identifying issues and providing an overall summary of

the response.

NBDG
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Reactions from regulators about AI

Europe (incl. UK)2

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

The Guarantor for the Protection of Personal Data (GPDP) banned the use of Chat GPT the 30th of Mach 2023. It was issued to guarantee the 

protection of personal data and requested a number of concrete measures from OpenAI with a deadline of 30 April for the implementation of

most of them by OpenAI. Just over a month later, the company had implemented the measures and Chat GPT is again available in Italy.

Measures for the Management of Generative AI Services | GPDP | Mar. 2023 BG D

Italy 

In Spain, the Royal Decree establishing a Sandbox for compliance with the AI Act stands out. Furthermore, white papers 

were published in Germany and the UK. Italy has adapted measures to regulate the use of ChatGPT

Germany´s Ethics and AI White Paper | Ministry for Economic Affairs and Energy | Sep. 2020 NB

The aim of the project was to present the current status of standardization in the interdisciplinary field of AI and ethics and to identify possible

future fields of action for standardization. The project looks at the interrelationships between ethics and AI and what role technical standards and

norms can play in this context. In doing so, the project focuses on the areas of autonomous machines and vehicles.

FV

Germany 

G

UK 

The bill “Provisions and delegation to the Government on artificial intelligence” (Disposizioni e delega al Governo in materia di intelligenza

artificiale) aims to regulate the relationship between the opportunities offered by new technologies and the risks associated with their use. The

draft law focuses on five areas: national strategy, national authorities, promotional actions, protection of intellectual property rights and criminal

sanctions.

Provisions and delegation to the Government on artificial intelligence | Italian Parlament | June 2024 BG D

The UK Government introduced two voluntary codes of practice for consultation. The aim is to enhance software resilience and secure AI

systems under the National Cyber Strategy. The AI Cyber Security Code of Practice promotes a secure-by-design approach to mitigate

vulnerabilities, aiming to establish a global standard. The Code of Practice for Software Vendors ensures software products prioritize security

and resilience, facilitating effective risk management across supply chains

Cyber security codes of practice | Gov.UK | May 2024 D NBG
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Reactions from regulators about AI

America 2

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

It sets out five principles or citizen rights regarding AI, including safe and effective systems, protection against discrimination by algorithms,

data privacy, notification and explanation, and evaluation and correction by a human in the event of AI failure (fallback). These principles include

the explainability of AI models, which requires plain language documentation in addition to technically valid, meaningful and useful explanations,

and demonstrably clear, timely, understandable and accessible notices of use.

AI Bill of Rights| WH | Oct. 2022

This framework aims to offer a resource to the organizations designing, developing, deploying, or using AI systems to help manage the many

risks of AI and promote trustworthy and responsible development and use these systems. This framework is risk-specific, and use-case

agnostic, providing flexibility to organizations of all sizes and in all sectors. This NIST risk management framework must be complemented by

the AI Bill of Rights Blueprint to effectively protect citizens, according to experts.

AI Risk Management Framework | NIST | Jan. 2023 NBFVG

NBFVG

In the US, two non-binding initiatives stand out: the AI Bill of Rights and the AI Risk Management Framework.

US

This publication explores the impact of AI across sectors and helps agencies and consumers to reap the benefits of AI while mitigating the risks.

Executive departments and agencies should, as appropriate and in accordance with applicable law, adhere to principles, included in the

executive order AI should be safe, should promote responsible innovation, competition and collaboration. In addition, the responsible

development and use of AI requires a commitment to supporting American workers.

Executive Order on the Safe, Secure, and Trustworthy Development and Use of AI | WH | Oct. 2023 NBFVG

This initial EO of February 2019 became law in January 2021, which the purpose of focusing the resources of the Federal Government to

support AI innovation that will increase prosperity, enhance national security, and improve quality of life for the American people. This law

establishes the American AI Initiative and the National AI Initiative Office, for overseeing and implementing the AI initiative, the National AI

Advisory Committee, and the interagency committee at the Office of Science and Technology Policy to coordinate federal programs and actions.

National AI Initiative Act of 2020 (NAIIA) | WH | Jan. 2021 BFVG
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Reactions from regulators about AI

America 2

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

In the US, two non-binding initiatives stand out: the AI Bill of Rights and the AI Risk Management Framework.

US
Updated Guidelines for Protecting Sensitive Information | NIST | May 2024

The updates, based on user feedback, are in NIST SP 800-171, Revision 3, and SP 800-171A, Revision 3. These revisions align with NIST's

security and privacy controls to reduce ambiguity and improve usability. New machine-readable formats and detailed assessment procedures

are included to help cybersecurity tool developers and implementers.

DG NB

New guidance and tools to Implement President Biden’s Executive Order on AI | NIST | July 2024

The new publications and tools are aimed at helping AI developers, deployers, and users to mitigate risks associated with AI systems,

especially focusing on generative AI and dual-use foundation models, which can be used for both beneficial and harmful purposes.

DG NB

Safe and reliable Development of AI Systems | NIST | May 2024

The United States (US) Department of Commerce has released four drafts aimed at improving the safe and reliable development of artificial

intelligence (AI) systems in response to the White House's Executive Order (EO). These drafts address the following topics: i) risk management;

ii) safe software development practices; iii) reducing risks posed by synthetic content; and iv) a Plan for Global Engagement on AI Standards.

The National Institute of Standards and Technology (NIST) has led this initiative, providing detailed guidelines and proposed actions for

developers, acquirers and users of IA systems. The public consultation runs until June 2, 2024.

DG NB
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Reactions from regulators about AI

America 2

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

The AI and Data Act (AIDA) | Government of Canada | Nov. 2022

The proposed AIDA aims to regulate and standardise international and interprovincial trade in AI systems by requiring certain persons to

take measures to reduce the risk of harm and biased outcomes associated with high performance AI systems. The AIDA proposes: i) to ensure

that high-impact AI systems meet the same expectations with respect to safety and human rights to which Canadians are accustomed; and ii) to

prohibit reckless and malicious uses of AI that cause serious harm to Canadians and their interests through the creation of new criminal law

provisions.

Canada

BG D

Canada and Mexico have also binding Acts to regulate AI systems. Peru and Chile have developed non-binding standards,

Peru
It aims to promote the use of AI in the framework of the national process of digital transformation privileging the individual and respect for human

rights in order to promote the economic and social development of the country, in a safe environment that guarantees its ethical, sustainable,

transparent, replicable and responsible use.

Law promoting the use of AI for the economic and social development of the country | Congress | Jul. 2023 NBFVG

Mexico 
Artificial Intelligence and Robotics Ethical Regulation Act | La Camara de Diputados | May 2023 

Its purpose is to regulate the use of AI and robotics for governmental, economic, commercial, administrative, communicational and financial

purposes, so that their use is always based on ethical and legal ethics.

FVG B
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Reactions from regulators about AI

America 2

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

The Bill seeks to mitigate the risks involved in the system taking into account freedom, equality and free development of the personality. The

regulation is based on three central pillars: i) guaranteeing the rights of people affected by the system; ii) classifying the level of risk; and iii)

predicting governance measures for companies that provide or operate the AI system.

Brazil

Draft for the regulation of AI | Brazilian Senate | May 2023 BDG

Brazil has a issued a Draft for the regulation of AI

Chile

National AI policy | MinCiencia | Oct. 2021 

This policy contains the strategic guidelines that the country should follow in this area over the next 10 years with the aim of empowering people

in the use and development of AI tools, and participating in the debate on their legal, ethical, social and economic consequences. This roadmap

is built around three axes: enabling factors, use, and development of AI in Chile, and ethical and security aspects.

NBFVG

Draft for a regulation of AI | MinCiencia | May. 2024

A draft law to regulate the systems and uses of Artificial Intelligence has been published. Specifically, it includes a classification with four levels

of risk depending on the use of AI, defined by a Technical Advisory Board, and with sanctions to be carried out by the future Agency for the

Protection of Personal Data, are part of the proposal of the Ministry of Science, Technology, Knowledge and Innovation. The proposal calibrates

the need for protection with the need for innovation. It enables the entry of new actors, promotes controlled test spaces for AI systems and

proposes measures aimed at smaller companies in this area.

G D B
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Reactions from regulators about AI

Asia and Oceania 2

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

Generative AI Measures | CAC | Jul. 2023 

In order to promote the healthy development and standardized application of generative AI technology, the Cyberspace Administration of

China (CAC), along with six other agencies, collaborated to issue the official Interim Administrative Measures for Generative Artificial

Intelligence Services. As the first comprehensive AI regulation in China, the official Interim Administrative Measures for Generative Artificial

Intelligence Services (knowns as the Generative AI Measures) encompass a wide array of subjects pertaining to the development and provision

of generative AI services. These regulations are set to impact Chinese technological exports and global AI research networks.

China

The Draft Bill on Digital Personal Data Protection has been approved by Cabinet. Its provisions are relevant to AI and directly challenge

processing personal data that is enabled by it.

Draft Bill on Digital Personal Data Protection | India Government | Aug. 2023 BG

India

Governance guidelines for implementing the AI principles | METI | Jan. 2022

The document sets seven social principles for AI that are to be implemented in the society as a whole: i) human-centric; ii)

education/literacy; iii) privacy protection; iv) ensuring security; v) fair competition; vi) fairness, accountability and transparency; and vii)

innovation.

Japan

NBG

D

FV

FVG B

China has recently published draft binding AI standards, India a Bill on data protection,

and Japan has published non-binding guidelines with social principles for AI 
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Reactions from regulators about AI

Asia and Oceania 2

Australia´s AI Ethics Principles | Department of Industry, Science and Resources | Nov. 2019

They will help achieve safer, more reliable and fairer outcomes for all Australians. Principles will also help to reduce the risk of negative

impact on those affected by AI applications; and businesses and governments to practice the highest ethical standards when designing,

developing and implementing AI. The principles are voluntary and are intended to be aspirational and complementary to the existing AI

regulations, they are: i) human, societal and environmental wellbeing; ii) human-centred values; iii) fairness; iv) privacy protection and security; 

v) reliability and safety; vi) transparency and explainability; vii) contestability; and viii) accountability.

Australia

FV NBG

NBFV BFinal Version Non-Binding BindingD DraftI Industrial ScopeG Global Scope

Singapore

It focuses primarily on four broad areas: i) internal governance structures and measures; ii) human involvement in AI-augmented decision-

making; iii) operations management; and iv) stakeholder interaction & communication.

AI model governance framework | PDPC | Jan. 2020 NBFVG

Singapore and Australia have set up a voluntary framework for AI

This framework expands on the existing Model Governance Framework that covers Traditional AI, last updated in 2020. The draft model looks

at nine proposed dimensions to support a comprehensive and trusted AI ecosystem. The core elements are based on the principles that

decisions made by AI should be explainable, transparent, and fair. Beyond principles, it offers practical suggestions that model developers and

policymakers can apply as initial steps.

Draft Model AI Governance Framework for Generative AI | IMDA | May 2024 NBG D
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Why Management Solutions?

Credentials

Management Solutions is experienced in reviewing and developing AI systems across all industries, 

while ensuring regulatory compliance and meeting supervisors' expectations.

1. Specialized team. MS has a team of +1,000 Data Scientists who combine technical and quantitative skills with strong regulatory knowledge and

certifications in leading cloud providers (AWS, Azure and Google).

2. AI models and regulatory practice. MS has led the development of numerous AI models (supervised learning, unsupervised learning, NLP techniques,

deep NLRs...) with application in multiple use cases: fraud detection, risk classification, energy prediction, AML, XAI, and reputational risk or model risk

measurement, among others. At the same time, MS has been involved in the implementation of various regulatory requirements across different industries

(financial, telco, insurance...).

3. Experience with regulators and supervisors. MS is a "highly qualified external service provider" to the European Central Bank, with which it has

signed 7 framework agreements in the last 6 years, and to national authorities. For the interpretability of advanced models, MS works under the

recommendations of the EBA in its "Report on Big Data and Advanced Analytics", according to its 7 elements of confidence for model development and

interpretability.

4. Interpretable models. MS has extensive experience in the development of interpretable models and the application of interpretability techniques in the

industries in which it operates: banking, insurance, energy, telecommunications and other industries.

5. R&D area. MS allocates 10% of its capacity to R&D, allowing it to be at the forefront of Artificial Intelligence. Co-founding of the iDANAE chair

(intelligence, data, analysis and strategy) with the UPM (Universidad Politécnica de Madrid), focused on the development of components that form part of the

value cycle of the most important assets of today's society, such as information and knowledge.

6. Close relationship with the RAC (Royal Academy of Sciences) and active participation in several research projects with AI applications in areas such

as sustainability (quantification of climate risk) and efficient training of neural networks (training optimization and interpretability in transfer learning

architectures).

7. In-house development of proprietary tools ModelCraft , with advanced AI/XAI techniques covering multiple areas of advanced modeling,

including dashboards and proprietary interpretability modules, as well as management and definition of architectures and cloud services; Gamma ,

a model governance and MRM tool, incorporating inventory, workflow management, document repository and MRM reporting; and Hatari , a reputational 

risk quantification tool based on information from media and social networks, using innovative artificial intelligence and NLP techniques.

3
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General Overview

Executive summary

On June 2024, the AI Act was published in the OJEU, bringing the legislative process to an end

1

Context

Paper outline

Access to 

Document

• The AI Act comes in response to the growing application

and potential of AI systems in various sectors, along with

the need to address the potential risks and harms that

these systems may cause to public interests, health, safety

and fundamental rights protected by the EU.

• The proposal was presented by the EC in 2021, followed

by opinions from various bodies such as the ECB and the

European Economic and Social Committee.

• After the EP’s and Council’s adoption at first reading in

May 2024, the document was published in the OJEU on 13

June 2024.

• The main objective of the AI Act is to

improve the functioning of the internal

market by establishing a uniform legal

framework for the development,

marketing, use and servicing of AI

systems in the EU.

• This is done with the intention of

promoting the adoption of human-

centered and reliable AI, while

ensuring a high level of protection

against the harmful effects of AI

systems and supporting innovation.

AI Systems and risk-based 
classification

• The text will be fully applicable from August 2, 2026,

except:

• bans on prohibited practices, which will apply from

February 2, 2025;

• Codes of practice, from May 2, 2025;

• general-purpose AI rules including governance,

from August 2, 2025; and

• obligations for high-risk systems, from August 2,

2027.

• The Commission shall develop guidelines on the

practical implementation of this Regulation (art. 96).

Objective Next Steps

Regulatory Sandboxes

Governance

• AI System definition and establishment of a risk-based classification (unacceptable, high-risk and non-high risk)

• The EC encouraging to set up regulatory sandboxes and setting a basic framework in terms of governance, supervision and

liability, in order to keep a legal framework that is sustainable over time and innovation-friendly

• Establishing a governance system at both the Union and National level for the purpose of directing, controlling and executing

this Regulation

Contents

https://www.iaisweb.org/uploads/2023/05/Issues-Paper-on-Insurance-Sector-Operational-Resilience.pdf
https://data.consilium.europa.eu/doc/document/PE-24-2024-INIT/eN/pdf
https://data.consilium.europa.eu/doc/document/PE-24-2024-INIT/eN/pdf
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AI System definition and establishment of a risk-based classification (unacceptable, high-risk and minimal risk)

• AI applications that threaten citizens' rights, such as biometric categorization systems based on sensitive

characteristics, non-selective tracking of facial images from the Internet or closed-circuit television (CCTV)

recordings for facial recognition databases, cognitive manipulation and social scoring. The AI Act prohibits

these unacceptable risk AI systems.

• Machine-based system designed to operate with varying levels of autonomy, that may exhibit adaptiveness

after deployment and that, for explicit or implicit objectives, infers, from the input it receives, how to generate

outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual

environments.

• AI used in biometrics, critical infrastructure (e.g. road traffic or in the supply of water) education and vocational

training (e.g. to determine access or admissions, to evaluate learning outcomes), employment, workers

management and access to self-employment, access to and enjoyment of essential private and public services

and benefits, law enforcement, migration, asylum and border control management, and administration of justice

and democratic processes (e.g. in dispute resolution). Citizens will have the right to lodge complaints about AI

systems and to receive explanations of decisions based on high-risk AI systems that affect their rights.

Unacceptable Risk

High Risk

Minimal Risk

Risk based classification

• AI system is a machine-based system designed to operate with varying levels of autonomy, that

may exhibit adaptiveness after deployment and that, for explicit or implicit objectives, infers, from the

input it receives, how to generate outputs such as predictions, content, recommendations, or

decisions that can influence physical or virtual environments.

Definition

A
Annex 1

EU AI Act
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The regulation prohibits certain AI practices classified as unacceptable risks as some cases of placing on the market, putting 

into service or use of AI and some remote biometric identification systems

Some cases of 
placing on the 

market, putting 
into service or 

use of AI

Remote 
biometric 

identification 
systems

• Practices that deploys subliminal techniques beyond a person’s consciousness in order to materially distort a person’s behaviour in a manner that causes or is likely to

cause that person or another person significant harm.

• Practices that exploits any of the vulnerabilities of a specific group of persons due to their age, physical or mental disability, in order to materially distort the behaviour

of a person pertaining to that group in a manner that causes or is likely to cause that person or another person physical or psychological harm.

• Practices that categorise natural persons according to sensitive or protected attributes or characteristics or based on the inference of those attributes or characteristics.

• Practices by public authorities or on their behalf for the evaluation or classification of the trustworthiness of natural persons over a certain period of time based on

their social behaviour or known or predicted personal or personality characteristics, with the social score leading detrimental or unfavourable treatment of certain natural

persons or whole groups thereof:

o in social contexts which are unrelated to the contexts in which the data was originally generated or collected, or;

o that is unjustified or disproportionate to their social behaviour or its gravity.

• Practices for making risk assessments of natural persons or groups thereof in order to assess the risk of a natural person for offending or reoffending.

• Practices that create or expand facial recognition databases through the untargeted scraping of facial images from the internet.

• Practices to infer emotions of a natural person in the areas of law enforcement, border management, in workplace and education institutions.

• Used of “real-time” remote biometric identification systems in public spaces.

• Used for the analysis of recorded footage of publicly accessible spaces through ‘post’ remote biometric identification systems, unless they are subject to a pre-judicial

authorisation in accordance with Union law.

Some cases of placing on the market, putting into service or use of AI (art. 5)

Remote biometric identification systems (art. 5)

A
Annex 1
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The intended purpose of the high-risk AI system and the risk management system shall be taken into account when ensuring 

compliance with those requirements. The providers of high-risk AI systems shall fulfill the obligations required

• A risk management system shall be established, implemented, documented and maintained in relation to high-risk AI systems.

• The risk management system shall consist of a continuous iterative process run throughout the entire lifecycle of a high-risk AI system. It shall comprise the 

following steps: 

• Ensure that their high-risk AI systems are compliant with the legal requirements.

• Indicate their name, registered trade name or registered trade-mark, and their address and contact information on the high-risk AI system.

• Have a quality management system in place.

• Keep the technical documentation of the high-risk AI system.

• When under their control, keep the logs automatically generated by their high-risk AI systems.

• Ensure that the high-risk AI system undergoes the relevant conformity assessment procedure prior to its placing on the market or putting into service.

• Draw up an EU declaration of conformity. 

• Affix the EC marking to the high-risk AI system or on its packaging or its accompanying documentation, to indicate conformity with this Regulation.

• Comply with the registration obligations.

• Take the necessary corrective actions, if the high-risk AI system is not in conformity with the legal requirements.

• Upon a reasoned request of a national competent authority (NCA), demonstrate the conformity of the high-risk AI system.

• Ensure that the high-risk AI system complies with accessibility requirements.

Evaluation of other possibly 

arising risks based on the 

analysis of data gathered 

from the post-market 

monitoring system.

Adoption of suitable 

risk management 

measures. 

Identification and analysis of the 

known and foreseeable risks 

associated with each high-risk AI 

system. 

Estimation and evaluation of 

the risks that may emerge 

when the high-risk AI system 

is used in accordance with 

its intended purpose. 

Legal requirements for high-risk AI systems (Art. 9) 

1 2 3 4

Obligations of providers of high-risk AI systems (Art. 16)

A
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There is a conformity assessment procedure for each type of high-risk AI system. The procedure has the following key 

elements: harmonized standards, conformity assessments, certificates and registration

• Designated or established by each MS

• Responsible for setting up and carrying out 

the necessary procedures for the assessment, 

designation and notification of conformity 

assessment bodies and for their monitoring. 

• They shall not offer or provide any activities 

that conformity assessment bodies perform or 

any consultancy services on a commercial or 

competitive basis.

• Before placing on the market or putting 

into service a high-risk AI system 

referred, the provider shall register that 

system in the EU database, as well as 

deployers who are public authorities or 

Union institutions, and deployers who 

are undertakings designated as a 

gatekeeper.

• Certificates issued by notified 

bodies shall be drawn-up in an 

official Union language and 

will be valid up to five years. 

• The provider shall follow the 

conformity assessment 

procedure based on internal 

control or the one based on the 

assessment of the quality 

management system of the 

technical documentation, with the 

involvement of a notified body.

• Aim to minimise the burden for 

economic operators and notified 

bodies. High-risk AI systems which 

are in conformity with harmonised

standards or parts thereof shall be 

presumed to be in conformity with 

the legal requirements for high-risk 

AI systems.

Harmonized standards (art. 40) Conformity assessment (art. 43) Certificates (art. 44) Registration (art. 49)

Notifying authorities (art. 28)

▪ Notifying authorities shall notify the EC and 

the other MS using the electronic 

notification tool developed and managed by 

the EC of each conformity assessment body. 

▪ Full details of the conformity assessment 

activities shall be included, together with the 

conformity assessment module, the AI 

technologies concerned and the relevant 

attestation of competence. 

Notification procedure (art. 30)

• Perform the conformity assessment of the high-risk AI 

systems and satisfy the organisational, quality 

management, resources and process requirements 

that are necessary to fulfil their tasks as well as the 

minimum cybersecurity requirements set out for public 

administration entities.

• Independent of the provider of a high-risk AI system in 

relation to which it performs conformity assessment 

activities.

Notifying bodies (art. 31)

Notification framework

Assessment procedure key elements

A
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Post-Market 

Monitoring

Providers are expected to establish and document a post-market monitoring system proportionate to the nature of the AI technologies and the risks.

This system should actively and systematically collect, document and analyze relevant data provided by users on the performance of high-risk AI

systems throughout their lifetime, and allow the provider to evaluate the continuous compliance with the high-risk AI systems requirements.

The EC is expected to adopt an implementing act laying down detailed provisions establishing a template for the post-market monitoring plan and

the list of elements to be included in the plan.

Providers and, where deployers have identified a serious incident, of high-risk AI systems placed on the EU market should report any serious

incident of those systems which constitutes a breach of obligations under Union law intended to protect fundamental rights to the national supervisory

authority of the Member States where that incident or breach occurred.

Reporting 

incidents and 

malfunctions

Market surveillance authorities would control the market and investigate compliance with the obligations and requirements for all high-risk

AI systems already placed on the market.
Enforcement

The Regulation establishes the monitoring and reporting obligations for providers of AI systems with regard to post-market 

monitoring and reporting and investigating on AI-related incidents and malfunctioning controlled by Market surveillance authorities

EU Database (Art. 71)

• To facilitate the monitoring work of the EC and national authorities, an EU-wide database is stablished high-risk AI systems with mainly fundamental rights 

implications. The database will be operated by the EC and provided with data by the providers of the AI systems, who will be required to register their systems 

before placing them on the market or otherwise putting them into service.

Post-Marketing (Art. 72)

A
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Non-high risk AI systems providers are encouraged to implement codes of conduct, which aim to apply voluntarily 

the mandatory requirements for high-risk AI systems 

• The EC and the Member States shall encourage and facilitate the drawing up of codes of conduct intended to foster the voluntary application to AI systems other than

high-risk AI systems.

• Codes of conduct may be drawn up by individual providers of AI systems or by organisations representing them or by both, including with the involvement of users and

any interested stakeholders and their representative organisations. Codes of conduct may cover one or more AI systems taking into account the similarity of the intended

purpose of the relevant systems.

• The EC and the Board shall take into account the specific interests and needs of the small-scale providers and start-ups when encouraging and facilitating the

drawing up of codes of conduct.

Codes of conduct (art. 95)

• Systems providers that interact with humans, shall ensure that AI systems are designed and developed in such a way that persons are informed that they 

are interacting with an AI system.

• Systems used to detect emotions or determine association with (social) categories based on biometric data, shall inform of the operation of the system the natural 

persons exposed thereto.

• Systems that generate or manipulate content (deep fakes), that generates or manipulates image, audio or video content that appreciably resembles existing 

persons, objects, places or other entities or events and would falsely appear to a person to be authentic or truthful, shall disclose that the content has been 

artificially generated or manipulated. 

• However, the transparency obligations in relation to the systems that interact with humans shall not apply where the use is authorised by law to detect,

prevent, investigate and prosecute criminal offences.

Transparency obligations will apply for systems that (Art. 50)

A
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To keep a legal framework that is sustainable over time and is innovation-friendly, the EC encourages to set up regulatory sandboxes 

and sets a basic framework in terms of governance, supervision and liability

Member States shall establish at least one AI regulatory sandbox at national level fosters innovation and facilitates the development, testing and validation of

innovative AI systems for a limited time before their placement on the market or putting into service pursuant to a specific plan. Additional AI regulatory

sandboxes at regional or local levels may also be established:

This is expected to take place under the direct supervision and guidance by the CAs with a view to ensuring compliance with the requirements of this

Regulation and, where relevant, other Union and Member States legislation supervised within the sandbox.

All the authorities competent in the protection of data used in the innovative AI systems must be included in the operation of the AI regulatory sandbox of

the same, which will be supervised by the Member States.

Any significant risks to health and safety and fundamental rights, democracy and rule of law, health and safety or the environment identified during the

development and testing of such systems shall result in immediate mitigation. CAs shall have the power to temporarily or permanently suspend the testing

process, or participation in the sandbox if no effective mitigation is possible and inform the AI office of such decision.

Any member state establishing AI regulatory sandboxes is expected to cooperate under the framework of the European Artificial Intelligence Board

through annual reports, starting one year after the establishment of the sandbox and then every year until its termination and a final report. Those reports shall

provide information on the progress and results of the implementation of those sandboxes including experience obtained in all areas. Those annual reports or

abstracts thereof shall be made available to the public, online.

Member States are expected to undertake measures to reduce the regulatory burden on small and medium-sized enterprises SMEs and start-ups.

A
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A governance system is established at both the Union and National level for the purpose of directing, 

controlling and executing this Regulation

Structure

The European Artificial Intelligence Board (the Board) is established for the purpose of providing advice and assistance to the EC. In order to coordinate, contribute 

and assist with matters covered by this Regulation.

• Monitor and ensure the effective and consistent application of this Regulation.

• Serve as a mediator in discussions about serious disagreements regarding the application of the Regulation.

• Contribute to the effective cooperation with the competent authorities of third countries and with international organisations.

• Collect and share expertise and best practices among Member States.

Tasks

• The Board is expected to be composed of the national supervisory authorities, and the European Data Protection Supervisor. 

• It should adopt rules of procedure by a simple majority of its members, following the consent of the EC. The rules of procedure shall also 

contain the operational aspects related to the execution of the Board’s tasks.

• The Board is expected to be chaired by the EC, which will provide administrative and analytical support for the Board's activities pursuant to 

this Regulation.

The competent national authorities are expected to be designated by each Member State for the purpose of ensuring the implementation and enforcement of this 

Regulation. Such authorities will be organized in such a way as to ensure the objectivity and impartiality of their activities and tasks.

Member States shall make publicly available and communicate to the AI Office and the Commission the national supervisory authority and information on how it can be 

contacted.

The European Data Protection Supervisor will act as the competent authority for the supervision of the Union institutions, agencies and bodies when they fall within the 

scope of this regulation.

Union Level (Arts. 65,66) 

National Level (Art. 70)

A
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Context

The Blueprint for an AI Bill of Rights is a set of five principles and associated practices to help guide the design, use, and 

deployment of automated systems to protect the rights of the US public in the age of AI 

A

Access to

Document

P
ri
n
ci
p
le

s

Safe and effective systems

Algorithmic discrimination protections

Data privacy

Notice and explanation

Human alternatives, consideration     

and fallback

1

2

3

4

5

The White House Office of Science and Technology Policy published the Blueprint for an AI Bill of Rights in October 2022 which is an exercise in envisioning a 

future where the US public is protected from the potential harms, and can fully enjoy the benefits, of automated systems. It describes principles that can help 

ensure these protections. Some of these protections are already required by the US Constitution or implemented under existing US laws.

Automated systems should be developed with consultation from diverse communities, 

stakeholders, and domain experts to identify concerns, risks, and potential impacts of the 

system.

Designers, developers, and deployers of automated systems should take proactive and 

continuous measures to protect individuals and communities from algorithmic 

discrimination and to use and design systems in an equitable way.

Designers, developers, and deployers of automated systems should seek for permission and 

respect people’s decisions regarding collection, use, access, transfer, and deletion of their 

data in appropriate ways.

Designers, developers, and deployers should provide a clear description of: i) the overall system 

functioning and the role automation plays; ii) notice that such systems are in use; iii) the individual 

or organization responsible for the system.

Opting for automated systems in favor of a human alternative, where appropriate. 

Appropriateness should be determined based on reasonable expectations in a given context and 

with a focus on ensuring broad accessibility and protecting the public from especially harmful 

impacts.

Annex 2

US AI Bill or Rights

https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf
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Automated systems should be developed with consultation from diverse communities, stakeholders, and domain 

experts to identify concerns, risks, and potential impacts of the system

A
1

Consultation

Testing

Rik identification and mitigation

Clear organizational oversight

Data reuse limits in sensitive 

domains

Relevant and high-quality data

Carefully track and review 

derived data sources

Protect the public from harm in a proactive and ongoing manner

Avoid inappropriate, low-quality, or irrelevant data use and the compound harm of its reuse

Ongoing monitoring

Public should be consulted in the design, implementation, deployment, acquisition, and maintenance phases of 

automated system development.

Undergo extensive testing before deployment. This testing should follow domain-specific best practices.

Before deployment, and in a proactive and ongoing manner, potential risks should be identified and mitigated.

Ongoing monitoring procedures to ensure that performance does not fall below an acceptable level over time, based 

on changing real-world conditions or deployment contexts, post-deployment modification, or unexpected conditions.

Include clearly-stated governance procedures before deploying the system, as well as responsibility of specific 

individuals or entities to oversee ongoing assessment and mitigation.

Data used as part of any automated system’s creation, evaluation, or deployment should be relevant, of high quality, 

and tailored to the task at hand.

Data that is derived from other data though the use of algorithms, such as data derived or inferred from prior model 

outputs, should be identified and tracked.

Data reuse, and especially data reuse in a new context, can result in the spreading and scaling of harms. Accordingly, 

such data should be subject to extra oversight to ensure safety and efficacy.

Demonstrate the safety and effectiveness of the system

Independent evaluation

Reporting

Independent evaluators, should be given access to the system and samples of associated data, in a manner consistent 

with privacy, security, law, or regulation in order to perform such evaluations.

Provide regularly-updated reports, including: i) an overview f the system; ii) system goals; iii) any human-run procedures. 

1

2

3
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A
Algorithms should not be discriminatory, and systems should be used and designed in an equitable way 

Protect the public from algorithmic discrimination in a proactive and ongoing manner

Demonstrate that the system protects against algorithmic discrimination

2

Review potential input data, associated historical context, accessibility for people with disabilities, and societal goals to 

identify potential discrimination and effects on equity resulting from the introduction of the technology.

Proactive assessment of equity in 

design

Representative and robust data

Guarding against proxies

Ensuring accessibility during 

design, development & deployment

Disparity assessment

Ongoing monitoring and mitigation

Independent evaluation

Reporting

Evaluate multiple models and select the one that has the least adverse impact, modify data input choices, or identify a 

system with fewer disparities. If this is not possible, then the use of the automated system should be reconsidered.

Regularly monitor automated systems to assess algorithmic discrimination that might arise from unforeseen 

interactions of the system with inequities not accounted.

Identify proxies by testing for correlation between demographic information and attributes in any data used.

Test systems by using demographic performance measures, overall and subgroup parity assessment, and calibration 

measures to assess whether the system components produce disparities.

Any data used should be representative of local communities, reviewed for bias based on the historical and societal 

context of the data, and sufficiently robust to identify and help to mitigate biases and potential harms.

Provide reporting of an appropriately designed algorithmic impact assessment, with clear specification of who performs 

the assessment, who evaluates the system, and how corrective actions are taken in response to the assessment.

Allow independent evaluation of potential algorithmic discrimination caused by automated systems they use or oversee. 

Disparity mitigation

Consideration of a variety of disabilities, adherence to relevant accessibility standards, and user experience research to 

identify and address any accessibility barriers to the use or effectiveness of the automated system.

1

2
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A
Users should be protected from abusive data practices via built-in protections 

and have agency over how data about the user is used

Protect the privacy by design and by default

Protect the public from unchecked surveillance

Automated systems should be designed and built with privacy protected by default.Privacy by design and by default

Data collection and use-case scope 

limits

Risk identification and mitigation.

Privacy-preserving security

Heightened oversight of 

surveillance

Limited and proportionate 

surveillance

Scope limits on surveillance to 

protect rights and democratic 

values

Data collection should be limited in scope, with specific, narrow identified goals.

Attempt to proactively identify harms and seek to manage them when collecting, using or storing sensitive data. 

Entities creating, using, or governing automated systems should follow privacy and security best practices designed to 

ensure data and metadata do not leak beyond the specific consented use case.

Surveillance or monitoring systems should be subject to heightened oversight that includes at a minimum assessment 

of potential harms during design.

Surveillance should be avoided unless it’s necessary to achieve a legitimate purpose and it’s proportionated to the need.

Civil liberties and civil rights must not be limited by the threat of surveillance or harassment facilitated or aided by an 

automated system.

3

1

2
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A

Provide the public with mechanisms for appropriate and meaningful consent, access, and control over their data

Demonstrate that data privacy and user control are protected

Consent practices should not allow for abusive surveillance practices.Use-specific consent.

Brief and direct consent requests.

Data access and correction.

Consent withdrawal and data 

deletion.

Automated system support.

Independent evaluation.

Reporting

Short, plain language consent requests should be used so that users understand for what use contexts, time span, and 

entities they are providing data and metadata consent.

People whose data is collected, used, shared, or stored by automated systems should be able to access data and 

metadata about themselves.

Entities should allow withdrawal of data access consent.

Entities designing, developing, and deploying automated systems should establish and maintain the capabilities that 

will allow individuals to use their own automated systems.

Entities should allow independent evaluation of the claims made regarding data policies.

When members of the public wish to know what data about them is being used in a system, the entity responsible for the 

development of the system should respond quickly with a report on the data it has collected or stored about them.

3

3

4

Users should be protected from abusive data practices via built-in protections 

and have agency over how data about the user is used
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A
Users should be notified of the use and understand how and why

the automated system contributes to outcomes that impact them

Provide clear, timely, understandable, and accessible notice of use and explanations

Provide explanations as to how and why a decision was made or an action was taken by an automated system

The entity responsible for using the automated system should ensure that documentation describes the overall system.
Generally accessible plain 

language documentation

Accountable

Timely and up-to-date

Brief and clear

Tailored to the purpose

Tailored to the target of the 

explanation

Tailored to the level of risk

Notices should clearly identify the entity responsible for designing each component of the system and the entity using it. 

Users should receive notice of the use of automated systems in advance of using or while being impacted by the 

technology.

Notices and explanations should be assessed, such as by research on users’ experiences, to ensure that the people 

using or impacted are able to easily find notices and explanations, read them quickly, and understand and act on them.

Explanations should be tailored to the specific purpose for which the user is expected to use the explanation, and 

should clearly state that purpose.

Explanations should be targeted to specific audiences and clearly state that audience. An explanation provided to the 

subject of a decision might differ from one provided to an advocate, or to a domain expert or decision maker.

An assessment should be done to determine the level of risk of the automated system.

Valid
The explanation provided by a system should accurately reflect the factors and the influences that led to a particular 

decision, and should be meaningful for the particular customization based on purpose, target, and level of risk.

4

Demonstrate protections for notice and explanation

Document the determinations made based on the above considerations.Reporting

1

2

3
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A
Users should be able to opt out, where appropriate, and have access 

to a person who can quickly consider and remedy problems they encounter

5

Human alternatives provided when 

appropriate

Equitable

Proportionate

Timely and not burdensome human 

alternative

Accessible

Brief, clear, accessible notice 

and instructions.

Provide timely human consideration and remedy by a fallback and escalation system if an automated system fails

Convenient

Those impacted by an automated system should be given a brief, clear notice that they are entitled to opt-out, along 

with clear instructions for how to opt-out.

When automated systems make up part of the attainment process, alternative timely human-driven processes should 

be provided.

Opting out should be timely and not unreasonably burdensome.

Human consideration and fallback are only useful if they are conducted and concluded in a timely manner.

The availability of human consideration and fallback should be proportionate to the potential of the automated system.

Mechanisms for human consideration and fallback should be easy to find. and use

Mechanisms for human consideration and fallback should not be unreasonably burdensome as compared to the 

automated system’s equivalent.

Effective

Timely

Consideration should be given to ensure outcomes of the fallback and escalation system are equitable.

Provide a mechanism to opt out from automates systems in favor of human alternative

Mantained

Organizational structure surrounding processes for consideration and fallback should be designed so that if the human 

decision-maker determines that it should be overruled, the new decision will be effectively enacted.

Human consideration and fallback process and any associated automated processes should be maintained and 

supported as long as the relevant automated system continues to be in use.

1
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In the banking industry, the ECB as prudential supervisor for credit institutions has published its position 

regarding the AI Act requirements

General 
observations

Classification of AI 
systems

• The ECB welcomes the objective of the proposed regulation and acknowledges the importance of setting armonised

requirements for AI systems, especially in the banking sector.

• The proposed regulation integrates obligations and procedures established in the Directive 2013/36/EU (CRD) with regard to

risk management and governance, however, further clarification is requested to clarify supervisory expectations on internal

governance.

• The ECB considers the obligation for provider to have a quality management system and to monitor the AI systems is already

fulfilled by complying with the CRD.

• The proposed regulation should be without prejudice to the more specific or stringent prudential obligations of credit institutions set

out in sectoral regulation and supplemented by supervisory guidance (e.g., effective control of outsourcing as specified in the CRD).

• The ECB follows a technology-neutral approach.

• The ECB’s role under the proposed regulation should be clarified: (1) the ECB’s prudential supervisory competences generally,

and in relation to market surveillance and conformity assessment; and (2) the application of the proposed regulation to the

performance of the ECB’s tasks under the Treaty

• Under the proposed regulation, credit scoring activities making use of AI systems would be subjected to the minimum requirements

for high-risk AI systems. The ECB suggests methods such as decision-trees a logistic regressions are not considered high-

risk provided that the impact of such approaches to the assessment of natural persons’ creditworthiness or credit score is minor.

• For credit scoring, the ECB suggests to delay the entry into force until there are specifications on the conditions to verify

conformity with the applicable requirements, and define when AI systems should be considered as ‘put into service by small scale

providers for their own use’.

• The ECB suggests to consider updating the list of high-risk AI systems to consider other AI systems put into place by

financial institutions such as AI data modelling linking sales, transactions, and performance data to ensure a clear, overview of

conduct risk in a certain area. Similarly, AI systems might be used in the real time monitoring of payments, or profiling of clients or

transactions, for anti-money laundering and counter-terrorist financing purposes…

A
Annex 3
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In the banking industry, the ECB as prudential supervisor for credit institutions has published its position 

regarding the AI Act requirements

Clarification on the 
ECB’s role under 

the proposed 
regulation

• Clarification of the ECB’s prudential supervisory competences in relation to market surveillance

• The ECB understands that, under the proposed regulation, the ECB is not in any way a market surveillance authority.

• The ECB considers that market surveillance does not aim to ensure the safety and soundness of credit institutions, but

focuses instead on protecting the interests of individuals and proses the text should be modified to clarify this.

• Member States might consider the designation of national competent authorities involved in the supervision of credit

institutions as responsible for market surveillance in the context of the proposed regulation, insofar as permitted by their

mandate.

• The ECB notes that the market surveillance provisions of the proposed regulation do not adequately address situations in

which an AI system is put into service for own use.

• Clarification of the ECB’s prudential supervisory competences in the area of conformity assessment

• The Union legislator is invited to consider the extent to which several elements of the conformity assessment might not be

prudential in nature insofar as they largely concern the technical assessment of AI systems to safeguard the health and

safety of persons and ensure that fundamental rights.

• The highlights the need to designate relevant competent authorities as responsible for the supervision of the conformity

assessment for requirements on health, safety and fundamental rights.

• Certain requirements for high-risk AI systems are not entirely clear or specific enough to provide a sufficient understanding

to inform supervisory expectations (e.g., train, validation and testing data to be relevant and representative).

• The ECB considers that he proposed regulation should be amended to reflect the ex-post nature of the specific

assessment as part of the SREP.

• Clarification of the ECB’s prudential supervisory competences: The ECB may be considered a competent authority only insofar as

necessary for it to carry out the tasks conferred on it under the SSM Regulation.

• Clarification of the ECB’s independence in the performance of its tasks under the Treaty: The ECB understands that when

acting as a provider placing on the market or putting into service AI systems, or as a user, it (or the NCBs) may be subject to the

proposed regulation, while maintaining their independence to carry out the tasks conferred on it by the Treaty.

A
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The Spanish Government has launched an initiative, in collaboration with the European Commission, to implement an 

Artificial Intelligence regulatory sandbox in the EU

• The aim of this collaboration is to connect the 

competent authorities with Artificial Intelligence 

development companies to jointly define best 

practices when implementing the future 

European regulation on Artificial Intelligence, 

promoted by the European Commission.

• The result of these tests will be compiled in a best 

practices guide, which will be presented during the 

Spanish Presidency of the Council of the EU in the 

second half of 2023.

• The guide will be accessible to all Member States 

and the European Commission.

Provide clarity on the new requirements for AI systems 

set out in the AI Regulation:

Transfer compliance expertise on the implementation of 

the forthcoming AI legislation to entities developing AI 

solutions;

Encourage innovation and enable the development of 

innovative and reliable AI systems;

Build capacity and initiate consultations in Spain that will 

eventually lead to the creation of a National Supervisory 

Authority;

Test future obligations and requirements in a controlled 

environment and provide practical learning experience to 

support the development of standards, guidance and tools at 

national and European level.

As the proposed Artificial Intelligence Regulation focuses in 

particular on the obligations to be fulfilled by so-called 

high-risk artificial intelligence systems, participation in the 

regulated controlled environment focuses on those:

• Artificial intelligence systems that are classified 

as high risk;

• General purpose artificial intelligence systems;

• Foundational models;

• Generative artificial intelligence systems.

Objective BenefitsScope

A
Annex 3
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In Spain, the Royal Decree 729/2023 approving the constitution of the Spanish AI Supervisory Agency, 

as a state agency attached to the Ministry of Economic Affairs and Digital Transformation

Spanish Agency for the Supervision of Artificial Intelligence (AESIA)

• The Spanish Artificial Intelligence Supervisory Agency (AESIA) is created as a state 

agency attached to the Ministry of Economic Affairs and Digital Transformation

• The Agency will have its own legal personality, management autonomy and 

administrative powers to fulfil its purposes. Its headquarters will be in A Coruña.

• The AESIA will supervise the use of artificial intelligence systems to protect fundamental 

rights and minimise risks. It will collaborate with national and European authorities.

• Its competences include: promoting test environments, fostering ethical and sustainable 

use of AI, strengthening trust in the technology, coordinating with other actors, training 

and raising awareness of responsible use of AI.

• The Agency will have governing bodies (Presidency and Governing Board), executive 

bodies (Directorate, General Secretariat, two Sub-Directorates) and control bodies 

(Control Commission).

• The Agency's personnel, economic-financial, budgetary, patrimonial and contracting 

regime is regulated.

• Legal assistance will be provided by the State Attorney General's Office.

AESIA’s constitution

• The main competences of the Spanish Agency for the Supervision of Artificial 

Intelligence (AESIA), as detailed in the Royal Decree, are:

• Promote regulated test environments so that AI systems can be tested safely and in 

compliance with the law.

• Promote ethical, sustainable and environmentally friendly use of AI.

• Create a voluntary certification system to ensure technical standards and responsible 

design of AI solutions.

• Identify trends and assess the social impact of AI through studies and reports.

• Coordinate with other public and private initiatives related to AI.

• Generate knowledge, training and awareness of ethical and humanistic AI.

• Dynamise the market to foster innovative AI practices.

• Collaborate with the private sector to foster a humanistic development of AI.

• Monitor and, where appropriate, sanction the use of AI systems to ensure compliance 

with European and national regulations.

• Provide technical assistance to judges and courts in AI-related legal cases.

• Other functions related to the supervision of AI that may be attributed to it due to 

regulatory or technological changes.

Main Competences

• The Agency will have its own legal personality, management 

autonomy and administrative powers to fulfil its purposes. Its 

headquarters will be in A Coruña.

• The AESIA will supervise the use of artificial intelligence systems to 

protect fundamental rights and minimise risks. It will collaborate with 

national and European authorities.

• Its competences include: promoting test environments, fostering ethical 

and sustainable use of AI, strengthening trust in the technology, 

coordinating with other actors, training and raising awareness of 

responsible use of AI.

• The AESIA will have governing bodies (Presidency and Governing 

Board), executive bodies (Directorate, General Secretariat, two Sub-

Directorates) and control bodies (Control Commission).

• The AESIA's personnel, economic-financial, budgetary, patrimonial and 

contracting regime is regulated.

• Legal assistance will be provided by the State Attorney General's Office.

The main competences of the Spanish Agency for the Supervision of 

Artificial Intelligence (AESIA), as detailed in the Royal Decree, are:

• Promote regulated test environments so that AI systems can be tested safely 

and in compliance with the law.

• Promote ethical, sustainable and environmentally friendly use of AI.

• Create a voluntary certification system to ensure technical standards and 

responsible design of AI solutions.

• Identify trends and assess the social impact of AI through studies and reports.

• Coordinate with other public and private initiatives related to AI.

• Generate knowledge, training and awareness of ethical and humanistic AI.

• Dynamise the market to foster innovative AI practices.

• Collaborate with the private sector to foster a humanistic development of AI.

• Monitor and, where appropriate, sanction the use of AI systems to ensure 

compliance with European and national regulations.

• Provide technical assistance to judges and courts in AI-related legal cases.

• Other functions related to the supervision of AI that may be attributed to it due 

to regulatory or technological changes.

A
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Abbreviations

Abbreviation Meaning

AESIA Spanish Agency for the Supervision of Artificial Intelligence 

AI Artificial Intelligence 

AIDA AI and Data Act 

CAC Cyberspace Administration of China 

CRD Directive 2013/36/Eu 

CRR Capital Requirements Regulation 

DMA Digital Markets Act 

DP Discussion Paper 

DSA Digital Service Act

EBA European Banking Authority 

EC European Commission 

ECB European Central Bank 

EP European Parliament 

EU European Union 

FS Feedback Statement 

FV Final Version 

GPAI Global Partnership on Artificial Intelligence

GPDP Guarantor for the Protection of Personal Data 

GPSR General Product Safety Regulation

IOSCO International Organization of Securities Commissions
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Abbreviations

Abbreviation Meaning

IRB Institutional Review Board

METI Ministry of Economy, Trade and Industry

MINECO Ministry of Economic Affairs and Digital Transformation

ML Machine Learning 

MRM Model Risk Management

MS Management Solutions 

NB Non-Biding 

NCA National competent authority

NIST National Institute of Standards and Technology

OECD Organisation for Economic Co-operation and Development

OJEU Official Journal of the European Union

PDPC Personal Data Protection Commission

SREP Supervisory Review and Evaluation Process

SSM Single Supervisory Mechanism

UK United Kingdom 

UNESCO United Nations Educational, Scientific and Cultural Organization

US United States 

WH White House 
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