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Artificial Intelligence Act

European AI Regulation 
(Council adopted version)
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General Overview

Executive summary

On May 2024, the Council approved the AI Act, bringing the legislative process to an end

1

Context

Paper outline

Access to 

Document

• The AI Act comes in response to the growing application

and potential of AI systems in various sectors, along with

the need to address the potential risks and harms that

these systems may cause to public interests, health, safety

and fundamental rights protected by the EU.

• The proposal was presented by the EC in 2021, followed

by opinions from various bodies such as the ECB and the

European Economic and Social Committee.

• After the EP’s and Council’s adoption at first reading in

May 2024, the document was published in the OJEU on 13

June 2024.

• The main objective of the AI Act is to

improve the functioning of the internal

market by establishing a uniform legal

framework for the development,

marketing, use and servicing of AI

systems in the EU.

• This is done with the intention of

promoting the adoption of human-

centered and reliable AI, while

ensuring a high level of protection

against the harmful effects of AI

systems and supporting innovation.

AI Systems and risk-based 
classification

• The text will be fully applicable from August 2, 2026,

except:

• bans on prohibited practices, which will apply from

February 2, 2025;

• Codes of practice, from May 2, 2025;

• general-purpose AI rules including governance,

from August 2, 2025; and

• obligations for high-risk systems, from August 2,

2027.

• The Commission shall develop guidelines on the

practical implementation of this Regulation (art. 96).

Objective Next Steps

Regulatory Sandboxes

Governance

• AI System definition and establishment of a risk-based classification (unacceptable, high-risk and non-high risk)

• The EC encouraging to set up regulatory sandboxes and setting a basic framework in terms of governance, supervision and

liability, in order to keep a legal framework that is sustainable over time and innovation-friendly

• Establishing a governance system at both the Union and National level for the purpose of directing, controlling and executing

this Regulation

Contents

https://www.iaisweb.org/uploads/2023/05/Issues-Paper-on-Insurance-Sector-Operational-Resilience.pdf
https://data.consilium.europa.eu/doc/document/PE-24-2024-INIT/eN/pdf
https://data.consilium.europa.eu/doc/document/PE-24-2024-INIT/eN/pdf
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AI systems are defined, and a risk-based classification is established, including risk categories (unacceptable, high-risk,

and minimal risk)

2
AI Systems

Definition and classification

• AI applications that threaten citizens' rights, such as biometric categorization systems based on sensitive

characteristics, non-selective tracking of facial images from the Internet or closed-circuit television (CCTV)

recordings for facial recognition databases, cognitive manipulation and social scoring. The AI Act prohibits

these unacceptable risk AI systems.

• An AI system is considered to be of minimal risk where it does not pose a significant risk of harm to the

health, safety or fundamental rights of natural persons, including by not materially influencing the outcome of

decision making.

• AI used in biometrics, critical infrastructure (e.g. road traffic or in the supply of water) education and

vocational training (e.g. to determine access or admissions, to evaluate learning outcomes), employment,

workers management and access to self-employment, access to and enjoyment of essential private and

public services and benefits, law enforcement, migration, asylum and border control management, and

administration of justice and democratic processes (e.g. in dispute resolution). Citizens will have the right to

lodge complaints about AI systems and to receive explanations of decisions based on high-risk AI systems

that affect their rights.

Unacceptable Risk

High Risk

Minimal Risk

Risk based classification

• AI system is a machine-based system designed to operate with varying levels of autonomy, that

may exhibit adaptiveness after deployment and that, for explicit or implicit objectives, infers, from the

input it receives, how to generate outputs such as predictions, content, recommendations, or decisions

that can influence physical or virtual environments.

Definition
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The regulation prohibits certain AI practices classified as unacceptable risks as some cases of placing on the market, putting 

into service or use of AI and some remote biometric identification systems

2
AI Systems

Unacceptable Risk

Some cases of 
placing on the 

market, putting 
into service or 

use of AI

Remote 
biometric 

identification 
systems

• Practices that deploys subliminal techniques beyond a person’s consciousness in order to materially distort a person’s behaviour in a manner that causes or is likely to

cause that person or another person significant harm.

• Practices that exploits any of the vulnerabilities of a specific group of persons due to their age, physical or mental disability, in order to materially distort the behaviour

of a person pertaining to that group in a manner that causes or is likely to cause that person or another person physical or psychological harm.

• Practices that categorise natural persons according to sensitive or protected attributes or characteristics or based on the inference of those attributes or characteristics.

• Practices by public authorities or on their behalf for the evaluation or classification of the trustworthiness of natural persons over a certain period of time based on

their social behaviour or known or predicted personal or personality characteristics, with the social score leading detrimental or unfavourable treatment of certain natural

persons or whole groups thereof:

o in social contexts which are unrelated to the contexts in which the data was originally generated or collected, or;

o that is unjustified or disproportionate to their social behaviour or its gravity.

• Practices for making risk assessments of natural persons or groups thereof in order to assess the risk of a natural person for offending or reoffending.

• Practices that create or expand facial recognition databases through the untargeted scraping of facial images from the internet.

• Practices to infer emotions of a natural person in the areas of law enforcement, border management, in workplace and education institutions.

• Used of “real-time” remote biometric identification systems in public spaces.

• Used for the analysis of recorded footage of publicly accessible spaces through ‘post’ remote biometric identification systems, unless they are subject to a pre-judicial

authorisation in accordance with Union law.

Some cases of placing on the market, putting into service or use of AI (art. 5)

Remote biometric identification systems (art. 5)
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The intended purpose of the high-risk AI system and the risk management system shall be taken into account when ensuring 

compliance with those requirements. The providers of high-risk AI systems shall fulfill the obligations required

• A risk management system shall be established, implemented, documented and maintained in relation to high-risk AI systems.

• The risk management system shall consist of a continuous iterative process run throughout the entire lifecycle of a high-risk AI system. It shall comprise the 

following steps: 

• Ensure that their high-risk AI systems are compliant with the legal requirements.

• Indicate their name, registered trade name or registered trade-mark, and their address and contact information on the high-risk AI system.

• Have a quality management system in place.

• Keep the technical documentation of the high-risk AI system.

• When under their control, keep the logs automatically generated by their high-risk AI systems.

• Ensure that the high-risk AI system undergoes the relevant conformity assessment procedure prior to its placing on the market or putting into service.

• Draw up an EU declaration of conformity. 

• Affix the EC marking to the high-risk AI system or on its packaging or its accompanying documentation, to indicate conformity with this Regulation.

• Comply with the registration obligations.

• Take the necessary corrective actions, if the high-risk AI system is not in conformity with the legal requirements.

• Upon a reasoned request of a national competent authority (NCA), demonstrate the conformity of the high-risk AI system.

• Ensure that the high-risk AI system complies with accessibility requirements.

Evaluation of other possibly 

arising risks based on the 

analysis of data gathered 

from the post-market 

monitoring system.

Adoption of suitable 

risk management 

measures. 

Identification and analysis of the 

known and foreseeable risks 

associated with each high-risk AI 

system. 

Estimation and evaluation of 

the risks that may emerge 

when the high-risk AI system 

is used in accordance with 

its intended purpose. 

2
AI Systems

High-Risk: Legal requirements and obligations for providers

Legal requirements for high-risk AI systems (Art. 9) 

1 2 3 4

Obligations of providers of high-risk AI systems (Art. 16)
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There is a conformity assessment procedure for each type of high-risk AI system. The procedure has the following key 

elements: harmonized standards, conformity assessments, certificates and registration

2
AI Systems

High-Risk: Assessment procedure

• Designated or established by each Member State.

• Responsible for setting up and carrying out 

the necessary procedures for the assessment, 

designation and notification of conformity 

assessment bodies and for their monitoring. 

• They shall not offer or provide any activities 

that conformity assessment bodies perform or 

any consultancy services on a commercial or 

competitive basis.

• Before placing on the market or putting 

into service a high-risk AI system 

referred, the provider shall register that 

system in the EU database, as well as 

deployers who are public authorities or 

Union institutions, and deployers who 

are undertakings designated as a 

gatekeeper.

• Certificates issued by notified 

bodies shall be drawn-up in an 

official Union language and 

will be valid up to five years. 

• The provider shall follow the 

conformity assessment 

procedure based on internal 

control or the one based on the 

assessment of the quality 

management system of the 

technical documentation, with the 

involvement of a notified body.

• Aim to minimise the burden for 

economic operators and notified 

bodies. High-risk AI systems which 

are in conformity with harmonized 

standards or parts thereof shall be 

presumed to be in conformity with 

the legal requirements for high-risk 

AI systems.

Harmonized standards (art. 40) Conformity assessment (art. 43) Certificates (art. 44) Registration (art. 49)

Notifying authorities (art. 28)

▪ Notifying authorities shall notify the EC and 

the other Member State using the electronic 

notification tool developed and managed by 

the EC of each conformity assessment body. 

▪ Full details of the conformity assessment 

activities shall be included, together with the 

conformity assessment module, the AI 

technologies concerned and the relevant 

attestation of competence. 

Notification procedure (art. 30)

• Perform the conformity assessment of the high-risk AI 

systems and satisfy the organisational, quality 

management, resources and process requirements 

that are necessary to fulfil their tasks as well as the 

minimum cybersecurity requirements set out for public 

administration entities.

• Independent of the provider of a high-risk AI system in 

relation to which it performs conformity assessment 

activities.

Notifying bodies (art. 31)

Notification framework

Assessment procedure key elements
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Post-Market 

Monitoring

Providers are expected to establish and document a post-market monitoring system proportionate to the nature of the AI technologies and the risks.

This system should actively and systematically collect, document and analyze relevant data provided by users on the performance of high-risk AI

systems throughout their lifetime, and allow the provider to evaluate the continuous compliance with the high-risk AI systems requirements.

The EC is expected to adopt an implementing act laying down detailed provisions establishing a template for the post-market monitoring plan and

the list of elements to be included in the plan.

Providers and, where deployers have identified a serious incident, of high-risk AI systems placed on the EU market should report any serious

incident of those systems which constitutes a breach of obligations under Union law intended to protect fundamental rights to the national supervisory

authority of the Member States where that incident or breach occurred.

Reporting 

incidents and 

malfunctions

Market surveillance authorities would control the market and investigate compliance with the obligations and requirements for all high-risk AI

systems already placed on the market.
Enforcement

The Regulation establishes the monitoring and reporting obligations for providers of AI systems with regard to post-market 

monitoring and reporting and investigating on AI-related incidents and malfunctioning controlled by Market surveillance authorities

2
AI Systems

High-Risk: Monitoring and reporting obligations

EU Database (Art. 71)

• To facilitate the monitoring work of the EC and national authorities, an EU-wide database is stablished high-risk AI systems with mainly fundamental rights 

implications. The database will be operated by the EC and provided with data by the providers of the AI systems, who will be required to register their systems 

before placing them on the market or otherwise putting them into service.

Post-Marketing (Art. 72)
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Non-high risk AI systems providers are encouraged to implement codes of conduct, which aim to apply voluntarily 

the mandatory requirements for high-risk AI systems 

• The EC and the Member States shall encourage and facilitate the drawing up of codes of conduct intended to foster the voluntary application to AI systems other than

high-risk AI systems.

• Codes of conduct may be drawn up by individual providers of AI systems or by organisations representing them or by both, including with the involvement of users and

any interested stakeholders and their representative organisations. Codes of conduct may cover one or more AI systems taking into account the similarity of the intended

purpose of the relevant systems.

• The EC and the Board shall take into account the specific interests and needs of the small-scale providers and start-ups when encouraging and facilitating the

drawing up of codes of conduct.

2
AI Systems

Non-High Risk

Codes of conduct (art. 95)

• Systems providers that interact with humans, shall ensure that AI systems are designed and developed in such a way that persons are informed that they 

are interacting with an AI system.

• Systems used to detect emotions or determine association with (social) categories based on biometric data, shall inform of the operation of the system the natural 

persons exposed thereto.

• Systems that generate or manipulate content (deep fakes), that generates or manipulates image, audio or video content that appreciably resembles existing 

persons, objects, places or other entities or events and would falsely appear to a person to be authentic or truthful, shall disclose that the content has been 

artificially generated or manipulated. 

• However, the transparency obligations in relation to the systems that interact with humans shall not apply where the use is authorised by law to detect,

prevent, investigate and prosecute criminal offences.

Transparency obligations will apply for systems that (Art. 50)
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To keep a legal framework that is sustainable over time and is innovation-friendly, the EC encourages to set up regulatory sandboxes 

and sets a basic framework in terms of governance, supervision and liability

Member State shall establish at least one AI regulatory sandbox at national level fosters innovation and facilitates the development, testing and validation of

innovative AI systems for a limited time before their placement on the market or putting into service pursuant to a specific plan. Additional AI regulatory

sandboxes at regional or local levels may also be established:

This is expected to take place under the direct supervision and guidance by the CAs with a view to ensuring compliance with the requirements of this

Regulation and, where relevant, other Union and Member States legislation supervised within the sandbox.

All the authorities competent in the protection of data used in the innovative AI systems must be included in the operation of the AI regulatory sandbox of

the same, which will be supervised by the member states.

Any significant risks to health and safety and fundamental rights, democracy and rule of law, health and safety or the environment identified during the

development and testing of such systems shall result in immediate mitigation. CAs shall have the power to temporarily or permanently suspend the testing

process, or participation in the sandbox if no effective mitigation is possible and inform the AI office of such decision.

Any member state establishing AI regulatory sandboxes is expected to cooperate under the framework of the European Artificial Intelligence Board

through annual reports, starting one year after the establishment of the sandbox and then every year until its termination and a final report. Those reports shall

provide information on the progress and results of the implementation of those sandboxes including experience obtained in all areas. Those annual reports or

abstracts thereof shall be made available to the public, online.

Member States are expected to undertake measures to reduce the regulatory burden on small and medium-sized enterprises SMEs and start-ups.

3
Regulatory Sandboxes

Basic framework
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A governance system is established at both the Union and National level for the purpose of directing, 

controlling and executing this Regulation

Structure

The European Artificial Intelligence Board (the Board) is established for the purpose of providing advice and assistance to the EC. In order to coordinate, contribute 

and assist with matters covered by this Regulation.

• Monitor and ensure the effective and consistent application of this Regulation.

• Serve as a mediator in discussions about serious disagreements regarding the application of the Regulation.

• Contribute to the effective cooperation with the competent authorities of third countries and with international organisations.

• Collect and share expertise and best practices among Member State.

Tasks

• The Board is expected to be composed of the national supervisory authorities, and the European Data Protection Supervisor. 

• It should adopt rules of procedure by a simple majority of its members, following the consent of the EC. The rules of procedure shall also 

contain the operational aspects related to the execution of the Board’s tasks.

• The Board is expected to be chaired by the EC, which will provide administrative and analytical support for the Board's activities pursuant to 

this Regulation.

The competent national authorities are expected to be designated by each Member State for the purpose of ensuring the implementation and enforcement of this 

Regulation. Such authorities will be organized in such a way as to ensure the objectivity and impartiality of their activities and tasks.

Member States shall make publicly available and communicate to the AI Office and the Commission the national supervisory authority and information on how it can be 

contacted.

The European Data Protection Supervisor will act as the competent authority for the supervision of the Union institutions, agencies and bodies when they fall within the 

scope of this regulation.

4
Governance

Union level and national level

Union Level (Arts. 65,66) 

National Level (Art. 70)



Página 12Page 12© Management Solutions 2024. All rights reserved 

Why Management Solutions?

Credentials5
Management Solutions is experienced in reviewing and developing AI systems across all industries, 

while ensuring regulatory compliance and meeting supervisors' expectations

1. Specialized team. MS has a team of +1,000 Data Scientists who combine technical and quantitative skills with strong regulatory knowledge and certifications

in leading cloud providers (AWS, Azure and Google).

2. AI models and regulatory practice. MS has led the development of numerous AI models (supervised learning, unsupervised learning, NLP techniques, deep

NLRs...) with application in multiple use cases: fraud detection, risk classification, energy prediction, AML, XAI, and reputational risk or model risk measurement,

among others. At the same time, MS has been involved in the implementation of various regulatory requirements across different industries (financial, telco,

insurance...).

3. Experience with regulators and supervisors. MS is a "highly qualified external service provider" to the European Central Bank, with which it has signed 7

framework agreements in the last 6 years, and to national authorities. For the interpretability of advanced models, MS works under the recommendations of the EBA

in its "Report on Big Data and Advanced Analytics", according to its 7 elements of confidence for model development and interpretability.

4. Interpretable models. MS has extensive experience in the development of interpretable models and the application of interpretability techniques in the industries

in which it operates: banking, insurance, energy, telecommunications and other industries.

5. R&D area. MS allocates 10% of its capacity to R&D, allowing it to be at the forefront of Artificial Intelligence. Co-founding of the iDANAE chair (intelligence, data,

analysis and strategy) with the UPM (Universidad Politécnica de Madrid), focused on the development of components that form part of the value cycle of the most

important assets of today's society, such as information and knowledge.

6. Close relationship with the RAC (Royal Academy of Sciences) and active participation in several research projects with AI applications in areas such as

sustainability (quantification of climate risk) and efficient training of neural networks (training optimization and interpretability in transfer learning architectures).

7. In-house development of proprietary tools ModelCraft , with advanced AI/XAI techniques covering multiple areas of advanced modeling, including

dashboards and proprietary interpretability modules, as well as management and definition of architectures and cloud services; Gamma , a model

governance and MRM tool, incorporating inventory, workflow management, document repository and MRM reporting; and Hatari , a reputational risk quantification 

tool based on information from media and social networks, using innovative artificial intelligence and NLP techniques.
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For more information please visit

Or follow us at:

© Management Solutions, 2024 

All rights reserved. Cannot be reproduced, distributed, publicly disclosed or transformed, whether totally or partially, free of charge or at no cost, in any way or by any means, without 
the express written authorization of Management Solutions. 

The information contained in this publication is merely to be used as a guideline, is provided for general information purposes and is not intended to be used  in lieu of consulting 
with our professionals. Management Solutions is not liable for any use that third parties may make of this information. The use of this material is not permitted without the express 
authorization of Management Solutions.

https://www.managementsolutions.com/en

	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13

